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Brazil, Russia, India, China and South Africa (BRICS) are distinguished as having the fast growing markets in the universe compared to other markets of emerging economies, according to their promising economic prospective and demographic power. This study investigated the effects of government stock on investment activity in BRICS countries. This study used panel autoregressive distributed lag model (PARDL), Engel-Granger causality test, impulse response functions (IRF) and variance decomposition tests. Such techniques were applied to the annual data for the periods 2001 to 2016 in order to determine the effects of government stock on investment activity. The PARDL showed that in the long-run investment activity was positively influenced by government stock on mutual banks and government stock on liquid assets, and negatively related to government stock on bonds and government stock on corporations. The Engel-Granger causality test revealed existence of unidirectional movement between investment activity and government stock on corporations as well as from government stock on bonds to
liquid assets. The impulse response functions showed the impulse percentage of fluctuation that the variables did contribute to each other, from various periods both in the short and long run. While the variance decomposition of investment indicated that investment was mainly shocked by its own innovations throughout all the periods. A critical evaluation is needed to avoid investment shocks, instability of investment activity, instability of financial markets and the economy as a whole.
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The investment industry, financial markets and quite a diverse number of financial instruments have been growing in a controlled manner for decades in terms of value and volume (Baur & Lucey, 2006). Irving (2005) stated that an increase in investments and improvement in its allocation would result to an efficient financial system, which would have a positive effect on economic growth. Furthermore, Abel, Bernanke & Croushore (2014) state that investments from other countries are as important as extensive trading between countries as financial relationships are created with other national economies.

Financial investments are risky assets mostly administered by the banking system, as banks are among the most regulated institutions in the world and a critical part of the financial system (Geetha, Mohidin, Chandran & Chong, 2011; Tabak, Noronha & Cajuerio, 2011). Such regulations are justified to preserve financial stability, correct market failures and protect deposits made by depositors (Tabak et al., 2011). Mutual banks were first established with a purpose
of serving low-income earners, who do not have access to appropriate information regarding portfolio changes and how to undo them or who are unable to shift to other banks. However, mutual banks will not be able to survive in the long run if interest rate ceilings and deposit insurance were the only forms of regulations (Rasmusen, 1988). Okeahalam (1998) further states that such banks are subjected to economic regulations that aim to encourage higher competition, less collusion and lower industry concentration, and prudential regulations. In addition, banks ensure that all funds that belong to depositors are safe, and financial systems are not being compromised.

Zhang, Zhang, Wang & Zhang (2013) stress that both bonds and stocks are basic asset classes that are of utmost importance in asset allocation and risk management. Bond markets play a very significant role in the economy like stock markets do, as stock markets not only make tremendous contributions to the economic development, but also to globalisation and technological advancements (Onyuma, 2006).

Brazil, Russia, India, China and South Africa (BRICS) are distinguished as having the fast growing markets in the universe compared to other markets of emerging economies according to their promising economic prospective and demographic power (Mensi, Hammoudeh, Reboredo & Nguyen, 2014; Mensi, Hammoudeh, Nguyen & Kang, 2015). China and India are considered economic giants and are poised to possibly outtake many of the largest advanced economies of the West (Collins, 2013). BRICS refers to five countries with emerging stock markets i.e. Brazil, Russia, India, China and South Africa. The economies of the BRICS countries are becoming more integrated with the most developed economies in terms of trade and investment.

The motive and capacity of many transnational corporations of major economic entities in foreign
investments were seriously crippled by the financial crisis, that resulted in their outward foreign direct investment (FDI) being slowed down (Ma & Zhang, 2010). Citizens have come to a point where they expect to live in a more transparent, democratic and safe environment in which the corporation’s financial interests, such as foreign investors are not paramount. This is embodied by the concept of sustainability and economic prosperity. Continuation of development and prosperity in BRICS requires services to become a key feature, and such will depend on the expansion into foreign markets (Collins, 2013).

Many investors prefer assets with lower trading costs, as safer assets tend to have higher risk-adjusted returns than riskier assets. Company’s value in past years was mostly based on its hard assets like its buildings and machines, unlike today the company’s value is based more on its intangible assets such as intellectual property and human capital just to name a few (Bond & Cummins, 2000). Kasse-kengne (2015) indicates that, China and India’s economy are relatively closed and dominated by capital markets that are state controlled. Unlike Brazil and Russia who are well known as commodity exporters and have primarily natural resource based economies.

**Statement of the problem**

Asness, Frazzini & Pedersen (2012) state that movement in the stock market tends to dominate the risk in the market portfolios because of stock being more volatile than bonds. Rasmusen (1988) stipulates that due to the banking deregulation; the importance of mutual banks is diminishing, which is not the only reason for such a decline. Furthermore, Pepper & Oliver (2006) note that trends in dividends, corporate earnings and corporate profits are factors affecting individual corporations. Russia has a high uneven development, while investing in emerging countries
like China could be risky (Sibirskaya, Stroeva, Khokhlova & Oveshnikova, 2014; Geetha et al., 2011).

Liquid assets earn a low rate of return, also given the uncertain future internal funds including costly external financing leading to investments in liquidity being costly (Kim, Mauer & Sherman, 1998). South Africa, Brazil and India’s stock market dependency on other countries like the United States is much higher and more persistent than for China and Russia (Bianconi, Yoshino & de Sousa, 2013). It is evident that countries tend to invest in certain entities without determining the risks that come with such investments. Such as determining what kind of risks may occur or take place in both the short and long run, the magnitude of the risk and how such risks can be avoided. Therefore, the study seeks to find out how risky assets such as government stock influence investment activity, as investment is a determinant of growth in an economy.

**Research aim and objectives**

The study aimed to investigate the effects of government stock on investment activity in BRICS countries in the period from 2001 to 2016.

The study pursue the following objectives:

- To estimate the effects of government stock on investment activity,
- To investigate whether a long-run relationship exists between investment activity and government stock, and
- To find out if there is any causal relationship in the investment activity- government stock nexus.

**Research questions**

The following questions were answered in this study:
• What are the effects of government stock on investment activity?
• Does a long-run relationship exist between investment activity and government stock?
• Is there any causal relationship in the investment activity-government stock nexus?

**Significance of the book**

Many factors affect government stock and investment activity in every country, both negatively and positively, while there is limited literature on the underlying causes of those statistics. Love & Zicchino (2006) state that a vast literature has been developed regarding the relationship between the corporation’s constraints and investment decisions. Therefore, it is important to recognise how investments are financed and impacted by various factors within economies, and government stock in this case. An increase in money and credit pushes the stock market and GDP of the country up, therefore there is a link between the stock market and the economy in aggregate (Lanine & Vennet, 2005).

Many economists have recognised for a long time that investment is one of the most volatile components of expenditure over the business cycle, while some economists link a higher level of investment within a country to long run and increased economic growth (Parker, 2010; Gomes, 2001). Government stock do not only play a vital role in investment decisions or activity, but also play an important role in the financial systems all over the world. This include government stock influence on the macroeconomic environment such as in economic growth, monetary, fiscal policy and inflation. Banks are the cornerstone of a country’s financial system as the capital markets tend to be underdeveloped in developing countries (Fonseca & Gonzalez, 2010). Thus, it is important to understand the
drivers for increasing or decreasing the performance of government stock and investment activities in BRICS. According to Mensi et al. (2015), the four BRIC countries excluding South Africa are expected to account for 41% of the world’s stock market capitalisation.

This study presents a different viewpoint to the problem at hand, by giving more attention to how investment activity is affected by government stock. When more information on such factors, causes and implications of investment activity are brought to light, this could be panacea to financial ills of BRICS.
2. Literature Review

This section deals with the theoretical framework, empirical literature and an overview of BRICS economy. It begins with the theoretical literature, which outlines the various theories on the effects of government stock (bonds, mutual banks, corporations and liquid assets) on investment activity. Secondly, the empirical literature, which provides evidence and findings from the aforementioned aim, and lastly gives an overview of the BRICS economy.

Theoretical framework

The following economic theories were used to explain the effects of government stock on investment activity. The theories included the Keynes Theory of Investment, Neoclassical Theory of Investment Behaviour, Tobin’s Q Theory of Investment Behaviour and the Financial Theory of Investment Behaviour.
Keynes Theory of Investment

The Keynes Theory of Investment by John Maynard Keynes emerged in 1936 where he developed this theory based on the supply and demand price of capital. The capital prices of supply and demand are not similar as compared to the amount of money invested. Such results are from changes in prospective yields, including increased pressure on facilities that are usually used to produce capital goods. Keynes also believed that cyclical fluctuations were caused by fluctuations in investments (McKenna & Zanaoni, 1990). Wray & Tymoigne (2008) considered that the level of investments weighted against the market interest rate is equal to the function of capital marginal efficiency, where the demand and supply of money are equilibrated. Hence, a rise in investments also leads to an expansion in income; thus, consumption to increase until savings rises to a point of equality with the new level of investments.

Formal, the equation can be written as:

$$\frac{\Delta Y}{\Delta I} = \frac{1}{1 - b(1 - t)} + j$$

(2.1)

The level of national income is at $Y$, while $I$ is the level of aggregate investment, $b$ the marginal propensity to consume, $t$ the income tax rate and $j$ the marginal propensity to import.

Harcourt & Kriesler (2013) outlined periods in which various innovations entail limited effects on cost structure or modest investments in certain industries and, in such cases, expansions will tend to be weak and short lived. Harcourt (2006) further stated that in any given situation a higher investment rate often results in a higher share of gross profit. When prices relative to money wage rate are pushed up in gross income, they tend to lead total gross income to a higher level resulting from a higher level of employment,
including utilisation of plants. In every income level when the share profits are greater, the value of planned investments will also be higher and such a higher level of planned investments usually has an expansionary effect.

According to Wray & Tymoigne (2008), the expected returns on holding assets that are measured in monetary terms are:

\[ q - c + l + a \]  

(2.2)

The \( q \) in the equation is the assets expected yield, \( c \) is the carrying cost, \( l \) a liquidity and \( a \) the expected price appreciation or depreciation. The nature of the returns differ by asset, with most of the return allocated to holding liquid assets consisting of \( l \) and also most of the return of illiquid assets (for example, capital) consisting of \( q - c \). Most liquid assets are expected to generate a stream of income and capital gains, also to pay lower yields than more illiquid assets like corporate bonds or capital assets.

**Neoclassical Theory of Investment Behaviour**

Dale W. Jorgenson made major contributions in 1967 to the development of the Neoclassical Theory of Investment Behaviour that is based on the determination of optimal capital stock or optimal accumulation of capital. The theory emphasised that investment goods demand will be controlled by the interest rate, when comparing two alternatives and continuous paths of capital accumulation that in turn depends on the interest rate time path (Eisner & Nadiri, 1968). The theory stipulated that capital usually earns a return that is equal to its marginal productivity, but Keynes and Minsky rejected such a relation, arguing that monetary return is very important in a capitalist economy (Wray & Tymoigne, 2008).
Investment was seen as one of the important paths to reduce unemployment, as it promotes economic growth (Alexiou, Tsaliki & Tsoufidis, 2016). Such investment decisions are motivated by the expected profits, but the exact nature of such decisions in economic theory remains largely unresolved. Investment expenditure had also been estimated to be one of the key components of aggregate demand that usually conditions not only through the introduction and through diffusion of new technology, but also through economic activity and employment. According to Alexiou et al. (2016), there had been different theoretical frameworks with the attempt to effectively explain the variations in investment activity over the years, as investment activity is a source of economic growth, economic stability and its wellbeing.

The Neoclassical Theory of Investment was based on the presumption that the future is certain assumption, prior to Keynes’ general theory of employment, interest and money in 1936. Also under this theory of investment, the marginal rate of investment is said to be equal to the interest rate (Gordon, 1992). Many heterodox economists and the Keynesian placed emphasis on the accelerator kind of models, unlike the standard Neoclassical Theory, which emphasised the significance of interest rate and prices in order to be able to determine the investment-saving decisions (Alexiou et al., 2016). Furthermore, Alexiou et al. (2016) stated that, the Neoclassical idea is that the interest rate means an investment demand schedule in which the equality of savings and of investment is obtained usually through the variations in the interest rate. The level of output of employment can be determined by only assuming that there is enough price flexibility. The measurement of capital in which its consistency with the requirements of the Neoclassical Theory of value which leads to necessitate the hypothetical one-community-world economy can result due
to the investment demand and associated trade-off between investment and the rate of interest (Alexiou et al., 2016).

**Tobin’s Q Theory of Investment Behaviour**

A Nobel Laureate economist named James Tobin proposed the Tobin’s Q Theory of Investment (Modigliani & Miller, 1958). This theory was formulated based on financial markets, with the aim of linking firms or corporations’ investment decisions to fluctuations in the stock market (including the bond market). Such is evident when the corporation issues shares in the stock market to finance its capital for investment, the share price will reflect the investment decisions made by the corporation. Proper investment decisions by management are important in every corporation, big or small businesses, including mutual banks as well. The decisions help corporations to determine whether the investments made in certain entities or projects will yield an expected huge return, or if the corporation should expect a loss or no return at all from its investments into those particular entities or projects (Modigliani & Miller, 1958).

Investment decisions form part of risk management. Before making an investment, it is vital to determine any risks that may occur in the near future. This is because corporate decisions also affect the growth of the whole economy (Love & Zicchino, 2002). Corporations that do not have internal funds and are only left with an option to obtain loan from the bank may be prone to partake in risky investment projects that have low expected marginal productivity. According to Choudhry (2006), risk management involves the identification or forecasting and evaluation of financial risks that might occur. If corporations and mutual banks risk management functions are effective, there will be no unexpected losses that will lead to an
increase in eventual costs to many times the original loss amount.

Love & Zicchino (2002) stated that the q approach predicts that investment decisions made by corporations are not only determined by the present value of future marginal productivity of capital, but also depend on the level of collateral availability when firms or corporations enter into a loan contract. Tobin believed and argued that a corporation’s investment levels should depend on the ratio, which is the Tobin’s Q installed capital present value to the replacement cost of capital (Parker, 2010). As Tobin’s Q theory does not only rule out the importance of uncertainty and finding the various structures of determining investment, but the theory can also be easily reconciled with other approaches of investment, which at the end lead to the same basic results (Wray & Tymoigne, 2008). Such a theory argued that corporations will only want to decrease their capital stock when q is less than one and increase its capital when q is greater than one (Wray & Tymoigne, 2008).

In a situation where \( q > 1 \) firms or corporations would rise or have higher profits because investments are expected to be high if they invested in more capital and it is cheaper for corporations to buy new capital assets. If \( q < 1 \) investments will be expected to be near zero (decline), therefore, more investments would lower profits and the present value of the profits that are earned by installing new capital would be less than the cost of capital. This \( (q < 1) \) can be reflected when an individual seeking to enter an industry would be able to acquire the capital assets at a cheaper price and when the price changed on buying an existing firm or corporation is lower than the cost of building a new one (Love & Zicchino, 2002; Parker, 2010; Wray & Tymoigne, 2008).
Financial Theory of Investment Behaviour

With the level of investment demand, the demand price declines whereas the supply price increases with investments. This is because an increase in aggregate investment would have a multiplier effect on the effective demand that could cause an increase in sales (Wray & Tymoigne, 2008). Since greater borrowing exposes the buyer or country to higher risk of insolvency, the price that a country is willing to pay usually depends on the amount of external finance required. Borrowers risk should be included in the demand prices; as such, a risk cannot be calculated for the future. The validation of expectations and encouragement of increased or more investments would occur when there is an investment boom where profits would be rising along investments. A decline in investments and profits might take place, as anything that might cause expected future profitability to be lower could also cause today’s demand price of capital to result as being lower than the supply price.

According to Kregel (2008), the relation between most banks and their borrowers has been more impersonal, where it is judged using credit scoring methods. Banks are moving away from seeking long-term individualised relationships with clients, mostly recurring borrowers. Banks’ relation with borrowers must be based not only on trust between the parties, but also on the banks’ recurring lending agreements. The banks, be it corporate or mutual banks, may acquire most of their profits from fees obtained by either selling or servicing structured financial instruments, such as mortgage backed securities. The banks are also responsible for, and in charge of, making sure that the making of money is established on interest rates that broaden across deposit rates. As banks are liable for paying and for the lending rates that are earned by banks, but paid by borrowers (Wray & Tymoigne, 2008).
Empirical literature

This section of the literature review is an overview of the relevant studies pertaining to government stock (bonds, mutual banks, corporations and liquid assets) and investment activity. Stubeli (2014) explained that the relationship between investments and profits is strong as it is extremely important for the economic system of a country. Furthermore, Fazzari, Habbard & Petersen (1987) state that investments tend to be more sensitive to cash flow.

Estimation of government stock on investment activity

Harcourt & Kriesler (2013) postulated that investments were the means in which the capital base had to be changed by incorporating new technology. The nationalisation of all key industries that ensure all corporations earn all of its business in a truthful manner, including financial intermediaries, will raise investments with fixed exchange rates being adjusted on regular bases to ensure external balance. Private risk of an investment is much greater than its social risk and such can cause an increase in the opportunity cost, as taxes on profits of corporations serve to increase the opportunity cost of resources that public projects tend to withdraw from private sectors (Arestis, Palma & Sawyer, 1997).

According to Modigliani & Miller (1958), investments were often driven to a point of physical assets marginal yield being equivalent to the market rate of interest when the corporations act rationally. Most important sources of investment funds for corporations that accumulated profits were used, including internal funding. Also, borrowing either from banks or through issuing of long-term bonds and short-term commercial paper and issuing of new shares of
stock. Such funding methods may inflict costs that are explicit or implicit to the corporations or firms (Parker, 2010).

Lettau & Ludvigson (2002) examined the time-varying risk premia and the cost of capital, with an alternative implication of the q theory of investment. Based on the long horizon forecasting regressions of the aggregate investment growth, the implications were tested. The evidence from the study suggested that the expected excess stock market returns were different and that the difference was larger than the expected real interest rate. In the standard investment models where the cost of capital was included, it was found that a greater fraction of movement must have resulted from movements in equity risk-premia. As equity risk premia movements were emphasised, such should have an impact on the future investment over horizon, but not merely on today’s investments only. This was supported by a study proposed by Almeida & Campello (2006), where they tested a large sample of manufacturing firms between the period 1985 and 2000. The data supported the hypothesis that they made about the rate of asset tangibility (as it has a huge influence) on corporate investment under financial constraints. When firms face credit constraints, investment cash flows become sensitive. These sensitivities will increase in the degree of tangibility of constrained firm’s assets.

Another study conducted by Fazzari et al. (1987) compared investment behaviours of swiftly growing firms (which depleted all their internal finances) with well-established firms that paid dividends. Panel data was employed in the study on individual manufacturing firms and the q theory of investment was used to examine the significance of the hierarchy of finance resulting from the capital market. It was also found that investments were more sensitive to cash flow and that the q values remained at a
high level on important periods for firms that usually paid no dividends as compared to well-established firms.

Bolton, Chen & Wang (2011) proposed a model of dynamic investments, financing and risk management for financially constrained firms. The model indicated that endogenous marginal value of liquidity played a substantial role in corporate decisions. In their paper, they noted in one of their main results that investments relied on the ratio of the marginal q to the marginal value of liquidity and such a relation between investment and the ratio of the marginal q did not change with the funding of the marginal source.

Kumbirai & Webb (2010) further analysed the overall performance of the commercial banking sector of South Africa between 2005 and 2009. It was indicated that the overall performance of banks increased incredibly in the first two years of their analysis from 2005 to 2007. The financial ratios were utilised to measure the performance of credit value, profitability and liquidity of the five South African based large commercial banks. As the world cup approached, banks did not decrease but were able to increase the size of their loan portfolios. It was also found that due to the global financial crisis in 2007, which affected both developed and developing countries, the bank performance deteriorated between 2008 and 2009. Because of the deterioration in the bank operating environment, there was also a deterioration of credit value, a decline in profitability and liquidity in the South African banking sector. Regardless of such a crisis, which affected both commercial and mutual banks around the world, South African banks were able to continue with their day-to-day business. South African banks were allowed to remain liquid and well capitalised, and that prevented any kind of need for state support of extraordinary liquidity due to the banks low leverage, high profitability, limited exposure to foreign assets and funding.
Long-run relationship between government stock and investment activity

Gomes (2001) explained investment fluctuations as responsible for a great fraction of cyclical volatility of output. Not only that but also income as investment is a central macroeconomic variable. The study examined the investment behaviour of firms when faced with costs, but which have the opportunity to access external funds. The main findings suggested that regardless of the presence of liquidity constraints, the standard investment regressions predicted that cash flows played a vital role in the determination of investments only if q was ignored. Yet, the presence of financial constraints is not sufficient in order to establish cash flows as an important regressor in standard investment equations beyond q. As financial constraints play a significant role in shaping corporate investment, cash flow becomes highly significant in investment regression. It was also found that even in the absence of financial frictions cash flow had a significant effect.

Bianconi et al. (2013) conducted a study in which daily data from January 2003 to July 2018 was used to examine the behaviour of stock and bonds from BRIC countries. The main findings suggested that BRIC bond markets in the long run deviated much more from the U.S (United States) financial stress measure than would the BRIC bonds and stock that usually deviated among one another. It was also found that the bond and stock return correlations for Brazil and Russia, were significantly great and negative.

Kim et al. (1998) developed a model that estimated that the optimal investment in liquidity would be rising in the cost of external financing. Also in the future investment opportunities return and variance of future cash flows, but such would be decreasing in the differential between liquid assets and physical asset returns. This model was developed
focusing on the optimal corporate investment in liquid assets. The model was also based on the cost benefit trade-off between the holding of liquid assets cost (a low return) and the benefit of minimising needs in order to fund profitable investment opportunities in future with costly external financing. These predictions were tested using a large panel of industrial firms. It was found that greater market to book ratios that firms might have, significantly possessed a larger position in liquid assets and that liquidity was negatively related to the position of liquid assets. In addition, firms with a larger position of liquid assets had more volatile earnings and lower returns on physical assets as compared to liquid assets. But the results supported the predictions made by the model which showed that there was a positive relation between liquidity and the cost of external financing. It was concluded that firms built liquidity with the anticipation of promising future investment opportunities.

In a study where panel data was used and unit root tests performed, Sinha & Sinha (1998) analysed the exploration of the long run relationship between saving and investment in the developing economies of ten Latin American countries. The empirics showed that in four of the ten countries that were tested, saving and investment ratios had a long-run relationship when the number of cointegrating vectors equalled to one. The study concluded that macroeconomic instability in the long run might occur due to specific divergences between investment rate and savings rate in some countries.

**Causal relationship between government stock and investment activity**

Sridharan, Vijayakumar & Rao (2009) examined the causal nexus between FDI and economic growth in BRICS countries. Quarterly data was utilised and the Industrial Production Index (IPI) as a measure of economic growth was Kgomo & Ncanywa (2019). *The Effects of Government Stock*…
employed. Vector Error Correction Model (VECM) was employed as one of the tests, it was found that the long run relationship was present. The results also revealed that economic growth led FDI bi-directionally for various countries like Brazil, Russia and South Africa. As for FDI, it tends to lead the economic growth of India and China unidirectional.

Pradhan, Arvin, Hall & Bahmani (2014) studied the Association of South East Asian Nations (ASEAN) from 1961 to 2012. In order to determine the causal nexus between economic growth, the banking sector development, stock market development, and including other macroeconomic variables. In the study, it was found that both the bidirectional and unidirectional causality links between these variables was present as the panel vector autoregressive (VAR) model was employed in order to perform a test for the Granger causalities. A well-functioning financial system, with well-established banking sectors and stock markets can lead to an increase in the growth rate of a country.

**Overview of the BRICS economy**

This section provides an analysis of the different trends of the indicators used in the model and an overview of government stock in the BRICS countries. The indicators are investment activity as measured by gross fixed capital formation, government stock on bonds, government stock on mutual banks, government stock on corporations, and government stock on liquid assets. The overview of the trends focused on was between 2010 and 2016 as the BRICS group came into existence when South Africa was inducted in 2010.
Trends in gross fixed capital formation

Trends in gross fixed capital formation showed the behaviour of investment activity from 2010 to 2016. According to Bertoni, Elia & Rabbiosi (2008) many investments follow an exploitation strategy, which is implemented through the horizontal and related investments.
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**Figure 2.1.** Gross Fixed Capital Formation (percentage of GDP)

Figure 2.1 shows that Brazil, Russia and South Africa’s gross fixed capital formation seems to be trending around the same percentage. However, India and China are trending alone at different percentages that are above those of Brazil, Russia and South Africa. India is trending between 27 and 35 percent rates, while China is between 45 and 48 percent. In Brazil, from 2010 to 2013 the gross fixed capital formation trended along the same rate that eventually declined between 2013 and 2014. This sharp decline in Brazil continued until 2016 where it reached its lowest. According to Trading Economics (2018), gross fixed capital formation in Brazil averaged 146431.17 BRL Million from 1996 to 2018. However, in the first quarter of 1996 it reached a record low of 35403.16 BRL Million due to currency devaluation, but in

the third quarter of 2013 it managed to reach an all-time high of 291365.72 BRL Million (Trading Economics, 2018; Adragi, Chatrath & Sanvicente, 2000).

From 2011 to 2018, gross fixed capital formation in Russia averaged 3524.22 RUB Billion. In the fourth quarter of 2017 it reached an unprecedented high of 7490.40 RUB Billion and in the first quarter of 2011 a record low of 1709.70 RUB Billion (Trading Economics, 2018). According to Figure 2.1, Russia’s gross fixed capital formation moved nearly along the same rate, between 2010 and 2014, but it declined between 2014 and 2015, reaching the 20 percent rate. In 2015, the gross fixed capital formation of Russia started to increase toward 2016. India experienced a slight increase in gross fixed capital formation between 2010 and 2011, but it started to decline significantly between 2011 and 2015. The trend, however, stabilised and moved along the same rate between 2015 and 2016 as shown in the figure. Trading Economics (2018) stated that India’s gross fixed capital formation from 2001 to 2018 averaged 5508.24 INR billion. In the first quarter of 2002 India’s gross fixed capital formation reached a low record of about 2021.90 INR Billion, but reached an all-time high of 11185.28 INR Billion in the first quarter of 2018.

China’s gross fixed capital formation rate was above all the other countries’ rate included in this study, going above 40 percent in Figure 2.1. The gross fixed capital formation of China slightly moved at the same rate between 2010 and 2013, which also showed a slight increase. Between 2013 and 2016, China’s gross fixed capital formation decreased. China’s gross fixed capital formation increased in 2017 to 346440.80 CNY HML from 318083.60 CNY HML in 2016 (Trading Economics, 2018). As for South Africa’s gross fixed capital formation in Figure 2.1, it trended below 20 percent between 2010 and mid-2012, where it started increasing hovering around 20 percent until 2015. Between 2015 and
2016, there was a slight decline. Trading Economics (2018) further stated that South Africa’s gross fixed capital formation averaged 296856.91 ZAR Million from 1960 until 2018. According to Malope, Ncanywa & Matlasedi (2017) government bonds do have a greater effect in the prediction of South Africa’s future investments.

The dramatic increase in investment activity in the BRICS countries can be a result of their increase in wealth, liberalisation of investments and integration into the global economy. Most investments that are usually directed towards other developing countries are from BRIC countries and unstable and turbulent institutional and economic environments characterise countries that are emerging (Bertoni et al., 2008).

**Figure 2.2. Government stock on bonds**

Movements in stock indices can be influenced by changes in the economy’s fundamentals and changes regarding future prospects expectations among other things (Sharma & Kgomo & Ncanywa (2019). *The Effects of Government Stock...*
Stock indices are very sensitive to such changes. Authorities of a country need to pursue economic growth, a higher ratio of money supply to GDP, lower inflation rate, including fiscal and lower real interest rate. According to Taha, Colombage & Maslyuk (2010), if the stock market activities are increasing, including the high revenue collection then stable and strong growth within the country can be achieved. In order to be able to maintain a healthy and strong stock market of the country (Hsing, 2011). However, the activity of stock indices is dependent on the investor’s willingness to invest in the corporation shares and other securities (Sozinova, Zhelnina, Prokhorova, Zelinskaya & Putilina, 2016).

In Figure 2.2 Brazil’s government stock on bonds measured in U.S dollars declined significantly between 2011 and 2013, where it slightly increased until 2014. It however, decreases again until it reaches a negative value between 2014 to 2016. It is very crucial since the financial crisis that took place recently to understand the dependence structure of the stock market on the financial and global economic factors. Stock market performance depends not only on the changing structure of macroeconomic fluctuations, but also on changing structures of the risk factors and the business cycle (Mensi et al., 2014). The long-term bonds and common stock expected returns have a term premium that is related to business conditions. In Russia, government stock on bonds starts to increase in 2010 until 2012, however it experienced a tremendous decline between 2012 and 2014. The Russian Federation did recover from the significant decline, which resulted in a negative value in 2014, as it increased from 2014 to 2016.

India’s government stock on bonds experienced many upward and declining trends, the trend is between $ -20 billion and $ 40 billion. The government stock on bonds increased significantly between 2013 and 2014, where it
reached a value above $20 billion. It however, declined significantly from 2014 to 2016 reaching a negative value. The BRICS countries’ current and potential growth has vital implications for their stock market capitalisation, as well as for their financial dependence on other stock markets. The capitalisation of the stock market between 1986 and 1995 increased ten-folds from $171 billion to $1,9 trillion. With the market share that was held in capitalisation increasing from 4 to 11 percent in the emerging markets, including that of Brazil, India and Hong Kong (Gay, 2016). Mensi et al. (2014) postulates that the four BRIC countries by the year 2030 are expected to account for 41 percent of capitalisation of the world’s stock market. According to Kennedy, Kawachi & Brainerd (1998), a civil society was rich when it came to stocks of social capital.

The two official stock markets of China, namely Shanghai and Shenzhen Stock Exchange grew dramatically since the beginning of its operations, in the early 1990s. At the same time becoming one of the leading equity markets (Demirer & Kutan, 2006). In the figure, China’s government stock on bonds increased from a negative value to a positive value above 20 billion, from 2010 to 2012. China faced a tremendous decrease between 2014 and 2015, which eventually recovered by a slight increase between 2015 and 2016. China is expected to have the largest equity market in the world, as it is also expected to overtake the U.S in the capitalisation of the equity market (Mensi et al., 2014).

South Africa’s government stock on bonds moved along the same value from the end of 2012 to 2014 as shown in figure 2.2. In 2014, South Africa experienced a slight increase over the years up to 2016. The world stock is expected to have an impact on the South African stock market as international investors want to increase their financial assets rate of return by comparing the attractiveness of financial assets in various countries (Hsing, 2011). Sun & Tong (2000)
further state that free capital to move across borders, it is usually attracted by the international diversification benefits. Investors will pay higher prices for foreign stocks than what they really pay at home because of such benefits. However, according to Sun & Tong (2000), additional diversification benefits are gained by foreign investors investing in domestic stocks that domestic investors cannot. Foreign investors usually require a lower rate of return compared to domestic investors. All investors give a close watch to what is happening in the economy around the world, especially investors operating in stock markets (Mensi et al., 2014). Over the past two decades, one of the most striking features of international financial development was the raise of stock markets in developing countries that had emerging markets (Smith, Jefferis & Ryoo, 2002).

For South Africa to be able to raise finance for emerging gold ventures, the Johannesburg Stock Exchange (JSE) was established for the country to be able to do so in the 19th century. Since the ending of apartheid and the lifting of sanctions in 1994, the JSE benefited from the substantial inflows of foreign portfolio investments. However, a dual exchange rate that applied to capital transactions also referred to as the financial rand was used prior March 1995 in order for transactions to be carried out. In 1996, the JSE shifted to an electronic trading system that was screen based (Smith et al., 2002). Due to the global financial crisis, the JSE index declined 43.5 percent during May 2008 to November 2008 (Hsing, 2011).

**Government stock on mutual banks**

Banks play a very vital role in the financial system of every country, as they contribute to economic development and growth. According to Said & Tumin (2011), the performance of the banking industry has a huge and broad effect on the economy. However, bank failure would have a
negative impact on the economy (Lanine & Vennet, 2005). A sound and effective banking system ensures an effective allocation of resources and their use. Banking efficiency plays an important role at both the macro and micro levels. Demirguc-Kunt, Laeven & Levine (2003) further state that there are substantive repercussions on economic performance at the efficiency at which banks intermediate capital, as the societies’ savings are mobilised and allocated by the bank. A bank can also be viewed as a company that uses deposits as inputs in order to produce investments and loans (Styrin, 2004). Mutual banks as compared to commercial banks do not have a substantial menu of products that are provided by commercial banks.

In Figure 2.3 Brazil and China had the same movement between 2011 and 2015, where they both experienced an increase in government stock on mutual banks between 2013 and 2014. Also a decline from 2014 to 2015. The decline in Brazil continued until 2016, while China’s government stock on mutual banks started to increase in 2015. Therefore, a bank with sound financial health is equally important to the depositors, the employees, economy and shareholders. Lanine & Vennet (2005) stipulate that banks are faced with different risks, such as capital or leverage risk, liquidity risk and default risk, just to name a few. Banks’ objective is to maximise the cash flows for a certain level of bank risk. Most theories assume that banks are risk neutral, but according to the portfolio management theory of banking, managers are risk averse. Such an assumption can be defended for small and manager-owned banks. The portfolio management theory still states that banks are able to sell credit using deposits as inputs (Alger & Alger, 1999).
Around 1998 during the Russian banking crisis, the Russian banking sector experienced great disturbance also in the late 1990s. Figure 2.3 shows that Russia experienced a sharp decline in government stock on mutual banks between 2012 and 2015. However, Russia managed to slightly recover by going through an increase from 2015 to 2016. It is stated by Styrin (2004) that one of the most important prerequisites for successfully establishing an economic growth that is sustainable in Russia was the restructuring of the banking sector. A risk of bank runs can be created in the case of losses that were not expected on the lending portfolio. As liquid liabilities like deposits are used to finance illiquid assets. Default risk can also occur as banks tend to be faced with problems of asymmetric information about their borrowers as a lending business (Lanine & Vennet, 2005).

India increased significantly during 2010 to 2013. Although after such a great increase, India experienced a sharp decline from 2013 to 2016 in government stock on mutual banks. According to Sangmi & Nazir (2010), the concept of banking and banks has undergone a paradigm shift with the integration of the Indian financial sector with the rest of the world. In Figure 2.3, South Africa’s
government stock on mutual banks trended along the same value during 2010 to 2013. The government stock on mutual banks slightly increased during 2013 to 2015 and started declining again because of poor management of mutual banks. The Venda Building Society (VBS) mutual bank is one of the mutual banks in South Africa currently facing a financial crisis. The financial crisis was due to poor management, poor regulations, policies and conflict of interest. Such has resulted as a major concern for regulators and bank supervisory authorities. Bank failures involve large amounts or costs, people involved in the bankruptcy process and potential danger of systematic crisis (Lanine & Vennet, 2005).

**Government stock on corporations**

Corporate governance is not only based on the basis of waste, but also on existing standards in the field of management marketing, financing, securities and organisational structure (Sozinova et al., 2016). Mele, Debeljuh & Arruda (2003) state that many corporations have adopted some formal or informal ethical policies as they also consider business entities. Many people believe that ethical issues within a corporation are the primary responsibility of the Chief Executive Officer (CEO).

Figure 2.4 shows that Brazil’s government stock on corporations hovered along the same value, which was nearly similar to South Africa’s trend from 2010 to 2016. Russia’s government stock on corporations increased during 2010 to 2011; from 2011 until 2012, it experienced a decrease. Russia’s government stock on corporations started to trend along the same value from 2012 until 2016. India and China increased during 2010 until 2016. Corporations have a vital role to play in the economic growth and financial stability of a country. When the financial system of an economy becomes stable and does better than the previous years or
improves in its size, activities and efficiency, the financial markets will be considered developed (Malope et al., 2017). For India during the period of 2015 towards 2016, government stock on corporations trended on the same value while for China it continued to increase. When corporations expand abroad, it provides such corporations with opportunities to access distribution networks and well established brands. For example, to promote long-term strategic objectives the BRIC companies invested in leading foreign in order to advance their position in global production and marketing (Bertoni et al., 2008). However, uncertainty of government intervention in the economy and markets has an impact on corporation investments (Chang, Chen, Gupta & Nguyen, 2015).

Figure 2.4. Government stock on corporations

Furthermore, South Africa’s government stock on corporations trended along the same value throughout the period of 2010 up to 2016, as seen in Figure 2.4. Stability of financial markets promotes the economic growth of a country by making it possible for funds to flow smoothly...
between savers and investors, and enabling the raising of capital. It is estimated that small and medium enterprises (SMEs) make up 91 percent of the formal business entities in South Africa. In which they contribute between 52 to 57 percent to GDP and provide employment of about 61 percent (Abor & Quartey, 2010).

**Government stock on liquid Assets**

Liquid assets tend to be less for banks facing a demand of more deposits (Alger & Alger, 1999). There are liquidity shocks that a bank could face and liquidity assets are used to meet such drastic liquidity shocks. Only small banks choose to rely on the liquid assets to deal with such a shock. The balance sheet of the banks reveals the amount of funds invested in liquid assets. However, liquidity comes at a price as liquid assets yield lower returns.

![Figure 2.5. Government stock on liquid assets (% of GDP)](image)

The BRICS government stock on liquid assets nearly have a similar movement, but at different rates with Brazil, China and Russia increasing between 2011 and 2015. However, Brazil and China continued to increase towards 2016, but...
Russia’s government stock on liquid assets slightly decreased between 2015 and 2016. The level of liquid assets that a bank or corporation chooses can be explained by risk aversion. The amount of liquid assets can, however, be affected by the introduction of deposit insurance (Merton, 1977).

India’s government stock on liquid assets moved around the same rate from 2010 to 2016, but there was a trivial increase from 2012 to 2014. Furthermore, South Africa’s government stock on liquid assets trended at the same rate between 2010 and 2011. South Africa’s government stock on liquid assets declined a bit and remained low from 2011 to 2014. In mid-2014, South Africa’s government stock on liquid assets began to increase through to 2016.

**Overview of the individual BRICS countries government stock**

**Brazil**

The economy of Brazil in the last few years gained a lot of significance, as it experienced currency devaluation in 1999. Adrangi et al. (2000) stated that the economy of Brazil was the flagship of the Latin American Economies and played an important role in the world markets, as 450 of the top 500 U.S corporations do business in Brazil. This is considered the eleventh market for the U.S exports. However, when the economic activity decreases the future corporate profits and stock prices are affected negatively. Furthermore, Ntim & Osei (2011) state that larger corporations generate greater corporate performance due to having good governance mechanisms. Corporate performance can be improved with the usage of debt to minimise the manager’s ability to expropriate excess cash flows. If debt is used excessively, it could result in financial problems and thwart corporations from taking full advantage of growth opportunities.
Stability of emerging markets financial structure, also of the world and equity markets, could be threatened due to inflation and currency depreciation in the economy. The economic instability that occurred in Brazil in 1999 is a good example. As bonds and equities are often seen as potential hedge against expected inflation, also unexpected as they are claims against real assets (Adrangi et al., 2000). According to Gay (2016), the emerging economies share in world output, including the newly industrialising economies of Asia which was cut in 2005 to 46 percent with Brazil’s GDP being low. GDP in Purchasing-Power Parity (PPP) terms, when market exchange rates are taken into account, China and Brazil rank among the world’s top ten economies. Brazil and Russia producing more than India in terms of PPP, which is expected to increase in the coming years.

**Russia**

The Russian financial crisis that took place in 1998 uncovered a wide range of distortions and problems, such as speculations on the government bond market, concentration of risks, poor capitalisation and excessive unhedged exposure to currency risk just to name a few. These problems and distortions had been accumulating in the banking sector. The financial crisis in Russia represented a serious test for the Russian banking sector, which was triggered by sharp currency devaluation and the default on government debt (Lanine & Vennet, 2005). The Russian banking sector still grew as a result of further development of the international capital markets, high export incomes and budget surpluses (Juurikalla, Karas & Solanko, 2009). There is an assumption that banks reduce the supply of loans when faced with a decline in liquidity. Banks can keep liquid assets to deal with great liquidity shocks when they occur as the aggregate bank lending declines after the tightening of the monetary policy.
(Alger & Alger, 1999; Juurikalla et al., 2009). However, in the past few years bank lending has increased tremendously.

Sozinova et al. (2016) further state that investment activity is the most appropriate mechanism for corporation profit. Although large corporations, including commercial banks have borrowed larger amounts not only through Eurobonds, but also through syndicated loans. The demand for long-term financing which is driven by strong economic growth was not achieved by the domestic banking sector, which resulted in Russian corporations being forced to borrow abroad (Juurikalla et al., 2009). By obtaining great access to natural resources, segments of the global market and acquiring strategic assets worldwide, the Russian companies were able to enhance their international competitiveness through FDI. It is shown by the rapid increase in the Russian FDI over the previous years that other countries’ investment opportunities are more attractive to Russia’s companies than domestic ones (Liuhto & Vahtra, 2007).

India

In India since the beginning of 1990, for economic liberalisation various measures were taken including a great number of steps to strengthen the stock market (Sharma & Mahendru, 2010). Such steps were implemented by the country and allowed international investors access to their stock market and trading in derivatives. However, Gay (2016) states that for emerging financial markets (EFM) to have continued growth they need to resume their respective expansion that is pushed by external investors. Although, most emerging market economies since the late 1980s, have been characterised by the inflation variations (Adrangi et al., 2000). Sharma & Mahendru (2010) further state that the measures that were taken for economic liberalisation in India resulted in the depth and the size of the stock markets in India improving significantly. The India stock market
movements are recently analysed carefully and viewed by quite a large number of global players.

Sangmi & Nazir (2010) expound that the Indian banks become operationally inefficient before the financial reforms. However, this changed when all banks were directed to follow the norms of capital adequacy, asset quality, prudential norms and disclosure requirements. As the Reserve Bank of India (RBI) based on the recommendations of the Narsimaha Committee, took strong measures that also changed the Indian banking landscape.

The changes brought about the Industrial Policy Resolution of June 1991 caused a major restructuring of the Indian corporate sector through mergers and acquisitions. The government during the period of 1985 to 1991 approved 58 mergers and 127 acquisitions of companies which were under the Monopolies and Restrictive Trade Practices (MRTP) Act of 1969 (Pawaskar, 2001). Such resulted in a sharp increase in the post 1991 period of the overall number of acquisitions and mergers. However, mergers can either decrease or increase the profits of the merging corporations from what they could have made if the corporations would have not merged. Increase in profitability would usually be a result of increased efficiency or even an enhanced monopoly. The managerial theory of the firm is a good explanation of a decline in profitability where the managers sometimes at the cost of some current profits pursue corporate growth. Some companies that are hard pressed for liquidity might merge with others which abound in liquid assets. The companies do so with the hope that there will be an improvement in the combined short-term financial situations (Marris, 1964; Pawaskar, 2001; Tzoannos & Samuels, 1972).

China

Restrictions on foreign ownership of domestic stocks are imposed by many emerging capital markets. Restricted
shares that can be held by only the local citizens and unrestricted shares that are held by both the local and foreign investors are two types of shares that companies in the emerging capital markets issue. Such is done by these markets to avoid the loss of ownership control to foreign investors, but at the same time with the aim of attracting foreign investments. China might have more than one market for foreign investors to invest in. However, unrestricted shares as compared to restricted shares often trade at premium prices but China is an exception. Most people in China might invest in bonds as a substitute as they do not have any alternative means to invest (Sun & Tong, 2000).

The maturity and depth of a stock exchange observed in a developed country may not characterise the Chinese financial markets, despite its tremendous growth. Even though, as a result of the nation’s strong savings habit, it is expected that China’s stock market will continue to grow (Demirer & Kutan, 2006). Since 2000, China has had the highest saving rate in the world and also having a high gross capital formation (investment), with savings exceeding investments (Mongale, Mukuddem-Petersen, Petersen & Meniago, 2013). Such was also shown by Green (2003) that in 2001 the market capitalisation of China was about 45 percent as a proportion of GDP. However, savings exceeding investments might cause China to run at a net surplus that will result into a current account surplus. Demirer & Kutan (2006) further state that because of a thin corporate bond market, the central government tends to have a strong interest in the ability of the stock market to be able to finance state-owned enterprises.

South Africa

South Africa is globally known as the largest producer of some strategic commodities. The country was added to the
BRIC group due to its fast growing economy. Opportunities do exist to establish a dedicated investment strategy in terms of economic diversification opportunities that the presence of South Africa in the BRICS group provides (Mensi et al., 2014). Strategic commodities such as gold, platinum and chrome are some of the important resources that do not only support but also contribute to the domestic and global economic growth.

The South African value of financial assets including stock suffered a significant decrease due to the global financial crisis (Hsing, 2011). Macroeconomic uncertainty has a great impact on the stock market volatility. However, Chinzara (2011) states that volatilities in short-term interest rates and exchange rates are the variables that are the most influential in affecting the volatility of the stock market for the volatility of the stock market can be increased by the financial crises. Although a bank’s profitability is also a vital indicator of a financial crisis (Said & Tumin, 2011). Stock markets and economic growth are affected by changes in the global economic factors as it can be a channel for the transmission of fluctuations in the world’s economic and financial conditions (Mensi et al., 2014). Jefferis & Okeahalam (2000) showed that the real GDP of South Africa and the real exchange rate positively affect the South African stock market. Unlike the long-term interest rate which has a negative influence on the South African stock market.

According to Lanine & Vennet (2005) the management objective is to ensure that the values of the owner’s investments are maximised. The corporation’s financial wealth and future prospects can be directly reflected by the capital budgeting and portfolio management decisions (Chang et al., 2015). As management decisions, can affect the overall performance of the corporation, including banks as the measurement of the bank’s performance is usually done
using accounting methods by comparing financial ratios related to costs and profitability.
The previous section reviewed literature on various theories and empirical studies on the overall effects of government stock on investment activity in BRICS. This section provides an insight into the process of data collection, model specification and model estimation for this study.

Data
This study used panel data and the specified model comprised five variables. Secondary annual data from 2001 to 2016 was used. Data for the following variables: government stock on bonds, government stock on mutual banks, government stock on corporations, government stock on liquid assets and investment activity measured in terms of gross fixed capital formation (GFCF) was obtained from the World Bank. According to Sibirskaya et al. (2014), investments can shape the inertial development of innovation activity. Investment activity in this study will be measured in terms of gross fixed capital formation (GFCF).
Gross fixed capital formation can be described as an increase in physical assets within a particular measured period.

Government stock is one of the measures of financial market indicators and entails government stock on bonds, mutual banks, corporations and liquid assets. Stock refers to the ownership of interest in an organisation, which pays dividends to owners usually when the organisation declares a dividend. It can further be explained as an organisation selling shares in exchange for cash or as a form of ownership stakes in an entity (Asness et al., 2012; Choudhry, 2006). Government stock consists of bonds that the government sells in order to be able to finance its budget deficit. While government bonds are a kind of debt-based investment, which are more liquid than corporate bonds and very safe (JSE, 2018). The national government usually issues government bonds (Trading Economics, 2018). Government stock on bonds is preferred as an indicator as bonds are debt instruments that can be used to raise capital. The prior expectation for this variable is that it has a positive influence on investment activity. Since an investment in bonds can be the safest way to protect oneself from market volatility, if heavily invested in stock. Investment that is financed by common stock can be advantageous according to Modigliani & Miller (1958), however, only if its yield is more than the capitalisation rate. Stock markets can be significant proxies for financial development in both the industrialised and developing countries.

Mutual banks are authorised financial service providers, in which the bank is a bearer of certain duties and rights given legal personality by law, and that is in accordance with the Mutual Bank Act No. 124 of 1993 (South African Reserve Bank, 1993). Mutual banks refer to financial institutions that were first established with a purpose of serving low-income earners. This indicator is preferred due to the banking sectors’ central position in the economy. The prior
expectation for government stock on mutual banks is that it has a positive influence on investment activity, since the banking sector is a major contributor to a nation’s economy. Furthermore, the banking sector has become one of the sectors that are strictly regulated in modern economies (Lanine & Vennet, 2005).

A corporation is a legal company, business or entity that is recognised by the law. Collins (2013) states that developed countries corporations have promoted themselves as socially conscious, sustainability minded citizens in order to serve the interests of increasingly informed and sustainability minded consumers. Government stock on corporations consists of corporations that are legal entities, with rights and responsibilities. According to Kannadhasan (2015), the objective of an investment is to make money; therefore, the prior expectation of the variable is that it has a positive influence on investment activity. However, such will depend on the kind of investments that the corporation makes, taking into consideration the risks and returns.

Liquid assets refers to assets that can simply be converted to cash in a short period, such assets include short-term government stock, money, mutual funds and bonds (Kim et al., 1998). Government stock on liquid assets consists of assets that can easily be converted into cash or purchasing power immediately. The prior expectation for this variable is that it will have a positive influence on investment activity because holding of liquid assets that are enough can help to cover any future shortfall (Martin & Morgan, 1988). However, investments can be considered to be liquid assets or expected to be liquid as they can be easily liquidated, but it depends on the kind of investment. Corporations invest large amounts of money in liquid financial securities, as liquid assets have a stable market price. Holding of liquid assets can both be costly and beneficial (Kim et al., 1998).
Panel data makes it possible to study the significance of lags in behaviour or the result of decision making. The logging of data allows for the smooth running accurate tests. In econometric analysis the nonlinear function that plays a vital role, is the natural logarithm also referred to as the log function (Wooldridge, 2009). Panel data usually requires a replication of the same units over time. Usually firms, individuals and households panel data sets are difficult to obtain than pooled cross sections (Wooldridge, 2009). Panel data has become increasingly available not only in developed countries, but also in developing countries. Although developing countries may not necessarily have a long tradition of statistical collection like developed countries. Panel data provides multiple observations, by following a given sample of individuals or countries being analysed over time (Hsiao, 2014). Panel data may possess some major advantages over time series or even conventional cross-sectional data.

Panel data gives accurate inference of the model parameters as it contains a large number of data points, the degrees of freedom increases. However, the collinearity among explanatory variables declines resulting in an improvement in the econometric estimates efficiency. Panel data involves a time series dimension T and a cross-sectional dimension N; therefore, simplifying the statistical inference and computation - reducing or resolving the magnitude of key econometric problems that usually occur in the empirical studies (Hsiao, 2003; Hsiao, 2014). Panel data also generates accurate predictions for individual outcomes, which can be obtained by pooling of the data. It has a greater capacity in constructing behavioural hypotheses that are more realistic and making it possible to test more complicated behavioural models. Panel data makes it easy for aggregate data analysis through the provision of micro-foundations, controlling the impact of omitted
variables and uncovering dynamic relationships (Hsiao, 2003; Baltagi, 2005; Hsiao, 2014).

However, problems arise when panel data is utilised. Panel data can be heterogeneity bias, meaning there is unobserved heterogeneity across individuals and over time (Hsiao, 2003; Hsiao, 2014). When heterogeneity is being ignored, such could result in estimates of interesting parameters being meaningless or inconsistent. In the model specification, parameter heterogeneity can take place due to the time specific or individual effects that are ignored. That usually exists among the time series or cross-sectional units, but not captured by the included explanatory variables. Baltagi (2005) states that panel data can also be selectivity bias, meaning sample cannot be easily or randomly drawn from the population. Selectivity problems include attrition, nonresponse and self selectivity. The panel autoregressive distributed lag is one of the models that account to minimize issues of heterogeneity. When analysing panel data, models with constant slopes and variable intercepts are usually used. As they provide a simple and reasonable alternatives to the assumption that parameters take values common to all agents at all times (Hsiao, 2005). To overcome these issues, panel cointegration and panel autoregressive distributive lag methodology are used in this study (Nkoro & Uko, 2016).

**Model specification**

In the model, investment is a function of government stock on bonds, government stock on mutual banks, government stock on corporations and government stock on liquid assets. The specified model is based on the financial theory, which emphasise the importance of stock markets, decision-making and risk taking when investors have to select better investment instruments (Wray & Tymoigne, 2008). The estimated model is written as functional form as follows:
\[ \text{Investment} = f(\text{GovernmentStock}) \]  \hspace{1cm} (3.1)

\[ GFCF = f(\text{GovStockonB}, \text{GovStockonMutualB}, \text{GovStockonCorp}, \text{GovStockonLiquidA}) \]  \hspace{1cm} (3.2)

The linear form of the estimated model is as follows:

\[ GFCF_{it} = \beta_0 + \beta_1 \text{GSB}_{it} + \beta_2 \text{GSMutualB}_{it} + \beta_3 \text{GSCorp}_{it} + \beta_4 \text{GSLA}_{it} + \varepsilon_{it} \]  \hspace{1cm} (3.3)

where \( \beta_0 \) is the constant and \( \varepsilon_{it} \) is the error term.

Logged form:

\[ LGFCF_{it} = \beta_0 + \beta_1 LGSB_{it} + \beta_2 LGSMutualB_{it} + \beta_3 LGSCorp_{it} + \beta_4 LGSLA_{it} + \varepsilon_{it} \]  \hspace{1cm} (3.4)

where \( LGFCF_{it} \) = the natural log of gross fixed capital formation, \( LGSB_{it} \) = the natural log of government stock on bonds, \( LGSMutualB_{it} \) = the natural log government stock on mutual banks, \( LGSCorp_{it} \) = the natural log of government stock on corporations and \( LGSLA_{it} \) = the natural log of government stock on liquid assets of the BRICS country. Logs denote natural logarithms and are useful in obtaining a constant elasticity model. According to Wooldridge (2009), logarithms can also be used for different approximations that would arise in econometric applications.

**Estimation techniques**

In this section, panel unit root tests are explained first, followed by the lag length criteria, panel cointegration test, panel autoregressive distributed lag model (PARDL), Engel-Granger causality test, the diagnostic tests, and lastly the impulse response function (IRF) and variance decomposition tests.
Panel unit root test

Panel unit roots have become popular among many empirical researchers who have access to a set of panel data, as panel data has space and dimensions. Panel is one of the efficient econometric methods than cross sectional and time series (Brooks, 2008). It denotes data sets that have a time dimension as well as a non-time dimension. Costantini & Martini (2009) suggested that unit root tests based on panel are poised to have a higher power than individual time series unit root tests. Panel data techniques make it possible for models that are yet to be estimated to be selected with a high degree of flexibility and to be preferred due to their restrictions. According to Maddala & Wu (1999), panel unit root tests can be used as a way of setting the power of unit root tests to increase which are usually based on a single series. In this case, panel unit root tests are used as the individual unit root tests power tends to be distorted as a result of the span of data being short (Christopoulos & Tsionas, 2004). Furthermore, Costantini & Martini (2009) state that in some cases unobserved heterogeneity with parameters that are cross section specific characterise panel data.

It is critical to first determine if unit roots in a data series exist, in order to investigate the possibility of panel cointegration. As Junkin (2011) postulated that stationarity of a series is of outmost importance as the possibility of spurious regression is not only reduced, but also because forecasting is only possible when using stationary series. It has been a generally accepted argument that unit root tests like the Dickey-Fuller (DF), ADF and Phillips-Perron (PP) tests, which are commonly used, often lack enough power to distinguish the unit root null from stationary alternatives (Maddala & Wu, 1999). However, serious implications in empirical work may occur due to the presence even the absence of power against alternatives in the case where a
subset of the series is said to be stationary (Karlsson & Lothgren, 2000).

In all the panel unit root tests, in the case of the null hypothesis, each series in the panel is said to contain a unit root, and whilst the alternative hypothesis tends to be more ambiguously specified or at least one of the individual series in the panel is stationary (Karlsson & Lothgren, 2000; Costantini & Martini, 2009). However, the asymptotic properties of a time series regression estimates and test statistics can be tremendously affected by the presence of unit roots, which is one of the weak stationary assumptions. As in the panel, each individual time series data is assumed weakly stationary and the panel regression analysis asymptotic properties are derived under such an assumption (Levin & Lin, 1992). In some time series literature, the regression estimators and test statistics will converge at a way faster rate due to the presence of unit root. Levin & Lin (1992) further state that the super-consistency results usually take place because each individual observed in panel tends to rise more rapidly over time in the presence of a unit root than it would in the situation of weakly stationary data. When conducting a separate unit root test for every variable, the pooling approach is appropriate as it provides a higher test power (Levin, Lin & Chu, 2002).

Thus, to overcome stationarity problems, the Levin, Lin and Chu test (2002); Im, Pesaran & Shin (2003); and Fisher type tests using ADF and PP tests are conducted, which also provide the differentiation of variables being considered in the study until stationarity is achieved. The panel cointegration test will be conducted, once stationarity among the variables is confirmed and the lag length (Ahmad, 2015). The use of unit root test usually becomes relevant in overcoming misleading and spurious results. If at levels the variables series is non-stationary, then unit root test must be conducted at first if that is still the case where the variables
are still non-stationary at first difference then the test will have to be carried out at second difference, until stationarity is induced among the variables (Ahmad, 2015).

Lutkepohl (1993) points out that the level of integration explains whether data is stationary or non-stationary and this level of integration is presented by $Y_t \sim I(d)$, where $d$ stands for order of integration. All these procedures normally rely on the various ways of joining the significance levels (p-value) being observed from the different tests (Maddala & Wu, 1999). The Levin, Lin and Chu test (LLC); Im, Pesaran & Shin test (IPS); and Fisher type tests using ADF and PP panel unit root tests can also be termed as the multiple series unit root tests (Alexiou et al., 2016).

For the purpose of this study, the LLC test (2002), IPS test (2003), and Fisher type tests using ADF and PP tests were conducted.

**LLC panel unit root test**

According to Levin et al. (2002) the degree of persistence is allowed to differ freely across individuals, in the individual regression error, intercept and the trend coefficient. The pooled t-statistic will have a limited normal distribution when the time series and cross section dimensions of the panel become large; such will depend on the regression specification but is free from the inconvenience of other parameters. In 1993, Levin and Lin provided new results in their paper on panel unit root tests, such tests were designed to deal with the heteroscedasticity, including the autocorrelation problem (Maddala & Wu, 1999). The Levin and Lin tests (LL) are usually based on the homogeneity of the autoregressive parameter and such a test tests very restrictive hypothesis that is seldom of practical interest (Maddala & Wu, 1999). According to Westerlund (2009) the LLC test is one of the most widely applied test in research in determining the null hypothesis of a common
panel unit root versus the alternative of stationarity when the cross sectional unit appear to be independent of each other. The LLC panel unit root test might have a few weaknesses as that maybe a problem in the adjustment term. It is usually required to account for the nonzero mean of the test statistic in the existence of the deterministic intercept and trend terms (Westerlund, 2009).

The LLC panel unit root tests formula can be written as:

\[ \Delta Y_{it} = \alpha_i d_t + \delta Y_{it-1} + u_{it} \]  

(3.5)

where the \( t = 1...,T \) and \( i = 1...,N \) shows the time series and cross sectional units. \( d_t \) indicating the deterministic trend and \( u_{it} \) being the error term which is assumed to satisfy the stationarity and invertible autoregressive (AR) process that is given as:

\[ \phi_i(L)u_{it} = \ell_{it} \]  

(3.6)

where \( \phi_i(L) = 1 - \sum_{j=1}^{n_i} \phi_{ij} L^j \) which is polynomial in the lag operator of \( L \) and \( \ell_{it} \) which has a variance of \( \phi_i^2 \) is the mean zero error, but it is usually independent across both \( i \) and \( t \) (Westerlund, 2009).

**IPS panel unit root test**

The IPS is based on the heterogeneity of the autoregressive parameters unlike the LLC test. Such a test can also be referred to as an asymptotic test, which is directly comparable to the Fisher test. As the aim of both tests is the merging of the significance of a variety of independent tests (Maddala & Wu, 1999). But such can vary as the IPS test is based on combining the test statistics, while the Fisher tests on the significance levels of various tests.
The heterogeneous IPS panel data model is usually given by:

\[ \Delta Y_{it} = \mu_i + \beta_i Y_{i,t-1} + \sum_{k=1}^{p_i} \phi_{i,k} \Delta Y_{i,t-k} + \gamma_i t + \varepsilon_{it} \]

(3.7)

where \( i = 1, \ldots, N \) and \( t = 1, \ldots, T \). The relevant hypothesis will be given as equation 3.9, as the maintained hypothesis of common dynamics seems relaxed:

\[ H_0 : \beta_i = 0, \forall_i \]
\[ H_1 : \exists_{i,s,t}. \beta_i < 0 \]

(3.8)

Each equation is usually estimated separately by ordinary least squares (OLS) due to heterogeneity as the IPS tends to use different unit root tests for the \( N \) cross section units and for each equation the test statistics will be determined as averages of the test statistics (Karlsson & Lothgren, 2000). The IPS test has high-test power. However, when a fraction of the series is stationary it tends not to investigate the power of the tests with small samples.

The IPS test is also able to combine both the evidence from the unit root hypothesis which is from the \( N \) unit root tests that are performed on the \( N \) cross section units. It is always important to note that the IPS test is usually used for testing whether the results from the \( N \) independent tests of a hypothesis are significant (Maddala & Wu, 1999).

**Panel unit root Fisher type test (ADF and PP)**

The Fisher test can also be referred to as the exact test, which is a statistical significance test that is usually used in the analysis of contingency tables. According to Maddala & Wu (1999), the Fisher test does not necessarily require the panel data to be balanced, unlike the IPS test. As different
Lag length criteria

The lag length has to be determined first before testing for cointegration. The optimum lag order refers to the appropriate number of lags for each variable included, that should be part of the econometric model (Brooks, 2008). According to Ozcicek & McMillin (1999), the determination and verification of the lag length of the vector autoregression (VAR) is a critical element in the specification of VAR models. By showing that estimates of a VAR whose lag length differs from the true lag length are inconsistent as are the impulse response functions and variance decompositions that are derived from the estimated VAR. Braun & Mittnik (1993) was able to demonstrate the importance of the lag length determination.

Brooks (2008) supported by Lutkepohl (1993) indicates that it is important to attempt to use an optimum number of lags, since over-fitting (selecting a higher order lag length than the true lag length) can cause an increase in the mean square forecast errors of the model. In addition, under-fitting the lag length often generates auto-correlated errors leading to biased results. The estimation of the lag length is frequently selected using explicit statistical criterion such as the Akaike information criterion (AIC) and Schwarz information criterion (SC) (Ozcicek & McMillin, 1999). However, when dealing with small samples the Final prediction error (FPE) does also have better properties like the AIC in selecting the correct order, unlike the Hannan-Quinn information criterion (HQ) and SC criteria’s.
Although the AIC is not consistent, but generally efficient, as it will deliver on average too large a model even with infinite amount of order. The SC and HQ criteria’s are justified by their ability to choose the order correctly in large samples, meaning the criteria’s are consistent. In other words, the consistency property of the SC and HQ criteria’s is maintained for integrated processes (Brooks, 2008; Lutkepohl, 2005).

**Panel cointegration test**

The panel cointegration test is used to determine whether a long-run relationship exists between investment activity and other variables used in the model specification. As there is an increasing popularity in the empirical literature on the use of cointegration techniques that are used for testing whether a long run relationship exists or not (Pedroni, 1995). According to Dunis & Ho (2005), the cointegration concept provides a sound methodology for modelling both the long run and short run dynamics in a system. Furthermore, Alexiou *et al.* (2016) state that the cointegration methodology is primarily used when one wants to determine if spurious estimation results are evident. It was hypothesised by Johansen & Juselius (1990) that this test examines the null hypothesis of no cointegration in the variables against the alternative that there exists cointegration. It has to also be verified first that all variables used in the study are integrated of a specific order in levels before the long run relationship can be identified (Christopoulos & Tsiona, 2004).

The linear stationarity combination is sometimes referred to as the cointegrating vector, which indicates the long run relationship between variables (Gujarati, 2003). According to Costantini & Martini (2009), the Johansen’s VAR procedure and Pedroni’s heterogeneous panel cointegration are only capable of showing whether or not there is cointegration.
between the variables and also if there is a long run relationship.

The Kao test has the same approach as the Pedroni test as they are both based on the Engel-Granger (1987) two-step that is residual based cointegration test (Dritsakis, 2012; Ahmad, 2015). Ahmad (2015) further stipulates that the Pedroni and Kao cointegration tests are commonly used to determine the long run association between respective variables used in the study. Such tests can be sensitive to the correct lag length selection in the VAR. Pedroni (1995) also states that many of these tests have inherently low power and it has been confirmed by Shiller & Perron (1985) that the frequency of data does not matter but the duration of the data does for the power of these tests.

**Panel Johansen cointegration test**

The panel Johansen’s cointegration test is proven suitable when dealing with multivariate time series data (Brooks, 2008; Gujarati & Porter, 2009). The cointegration test is performed after the order of integration between the variables has been identified through the stationarity test and after the optimum lag length has been determined. The test is employed as it has been proven suitable also when dealing with multivariate time series data. A linear combination of two or more series can be stationary, despite being individually non-stationary. If there is cointegration of two or more-time series, it means that there is a long-run or equilibrium relationship between the two (Johansen, 1988).

There are two test statistics under the Johansen approach for cointegration, namely the trace equation and the max-eigenvalue equation, which are formulated as:

\[
\lambda_{trace}(r) = -T \sum_{i=r+1}^{g} \ln(1 - \hat{\lambda}_i)
\]

(3.9)
\[ \lambda_{\text{max}} (r, r + 1) = -T \ln(1 - \hat{\lambda}_{r+1}) \]  

(3.10)

Where \( r \) is the number of cointegrating vectors under the null hypothesis, \( \hat{\lambda}_i \) is the estimated value for the \( i^{\text{th}} \) ordered eigenvalue from the \( \pi \) matrix and \( T \) is the number of usable observations. The number of cointegration vectors (\( r \)) is always smaller or equal to the number of endogenous variables (\( n \)). And the larger is the \( \hat{\lambda}_i \), the more large and negative will be \( \ln(1 - \hat{\lambda}_i) \). The trace test is a joint test that test the null hypothesis of \( r \) cointegrating vectors against an unspecified or general alternative hypothesis of \( r \) cointegrating vectors. On the other hand, the maximum eigenvalue test conducts separate tests on each eigenvalue and tests the null hypothesis of \( r \) cointegrating vectors against an alternative hypothesis of \( r + 1 \) cointegrating vectors (Brooks, 2008).

**Pedroni panel cointegration test**

The Pedroni panel cointegration test usually makes use of the long run variance, both the parametric and non-parametric kernel estimations (Dritsakis, 2012; Ahmad, 2015). Pedroni proposed various tests for cointegration that allowed heterogeneous intercepts and trend coefficients across cross sections. Pedroni also described various methods that involved establishing statistics for testing the null hypothesis of no cointegration. The regression is given as follows:

\[ Y_{it} = \alpha_i + \delta_i t + \beta_{1i} X_{1i,t} + \beta_{2i} X_{2i,t} + \ldots + \beta_{mi} X_{mi,t} + \ell_{i,t} \]  

(3.11)
Where \( Y \) and \( X \) are assumed to be \( I(1) , t = 1,\ldots,N \) and \( m = 1,\ldots,M \). \( \alpha \) and \( \delta \) are parameters which can also be set as zero, are the individual and trend effects. When there is no cointegration under the null hypothesis, the residuals \( \ell_{i,t} \) will always tend to be \( I(1) \) (Gutierrez, 2003).

There are two kind of alternative hypothesis, namely the heterogeneous alternative where \( \rho < 1 \) for all \( i \) and homogenous alternative \((\rho_i = \rho) < 1\) for all \( i \). According to Gutierrez (2003), Pedroni (1999) introduced seven residual based tests that allowed for heterogeneity among individual units of the panel and where no exogeneity requirements on the regressors in the cointegrating regressions are imposed. The residual based tests dealt with multiple regressors for the null of no cointegration in dynamic panels. Four of which are based on a within-dimension and three on the between dimension (Alexiou et al., 2016). All the seven tests can be formulated as:

\[
Y_{it} = \alpha_i + \beta_1 X_{1,it} + \beta_2 X_{2,it} + \ldots + \beta_n X_{n,it} + \mu_{it} \tag{3.12}
\]

where \( X_{i,t} \) are referred to as the regressors for \( n \) cross sections. A regression can also be conducted using the above formula, equation (3.16) and can be written as:

\[
\mu_{i,t} = \zeta_i \mu_{i,t-1} + Z_{i,t} \tag{3.13}
\]

Seven different statistics can be generated from the preceding estimation process, namely the panel – \( \nu \), panel – \( \rho \), and panel non-parametric – \( t \). Under the within-dimension framework, the null of no cointegration and the alternative of cointegration are usually tested as follows:
The group of non-parametric – $t$ and group of parametric – $t$, which fall in the between dimension framework of the panel, the alternative hypothesis states that $H_1 : \zeta_i < 1$ for at least one $i$, as the between dimension test allows for heterogeneity as it is less restrictive (Alexiou et al., 2016).

**Kao panel cointegration test**

The Kao and Pedroni cointegration tests follow the same approach, but the Kao test usually specifies the cross-section homogeneous coefficients and intercepts usually of the regressors first stage. Kao (1999) described the bivariate case as

$$Y_{it} = \alpha_i + \beta X_{it} + \ell_{it} \text{ for } Y_{it} = Y_{it-1} + U_{i,t} \text{ and } X_{it} = X_{it-1} + \varepsilon_{it}$$

(3.16)

Where $t = 1, ..., T$ and $i = 1, ..., N$. And $\alpha_i$ is referred to as individual constant terms, $\beta$ being the slope of the parameter, $\ell_{it}$ is the stationary disturbance terms, $Y_{it}$ and $X_{it}$ are the integrated process of order one for all $i$ (Kao, 1999; Gutierrez, 2003). Unlike the Pedroni auxiliary regression, Kao pooled auxiliary regression is given as

$$\ell_{it} = \rho \ell_{i,t-1} + \nu_{it}$$

(3.17)

According to Gutierrez (2003), Kao derived the DF and the ADF two type tests as part of the cointegration tests in 1999. Which can be estimated from the following formula:
\[ U_{it} = \rho \hat{u}_{it-1} + \sum_{j=1}^{p} \phi_j \Delta u_{it-j} + v_{it} \]  

(3.18)

The residuals of \( \hat{u}_{it} \) can be obtained from the equation below:

\[ Y_{it} = \alpha_i + X_{it} \beta + u_{it} \]  

(3.19)

In which the specifications are used in the Kao cointegration test for the null and alternative hypothesis:

\[ H_0 : \rho = 1 \]  

(3.20)

\[ H_A : \rho < 1 \]

Kao also introduced four kinds of DF type statistics and ADF test statistics, where two DF statistics are based on the assumption of strict exogeneity of the regressors and the other two do allow for the endogeneity of the regressors in respect to the errors used in equations. With the ADF test statistic, from the long-run conditional variances \( \Omega \) some of the nuisance parameters can be estimated (Kao, 1999; Gutierrez, 2003). All the tests, both the DF type test statistics and ADF type test statistic that Kao proposed, have asymptotic distributions that tend to converge to standard normal distribution \( N(0,1) \) as the \( T \to \infty \) and also \( N \to \infty \) (Gutierrez, 2003).

**Johansen-Fisher panel cointegration test**

In 1932, Fisher derived a combined test that used individual independent test results. In the Johansen-Fisher panel cointegration test the number of cointegrating vectors is determined by the trace statistics and the maximum-eigenvalue statistics (Ahmad, 2015).
Panel Autoregressive Distributed Lag (PARDL) model

According to Pesaran, Shin & Smith (2001), PARDL models have gained a lot of popularity in recent years, as it is one of the most used methods in examining cointegrating relationships between variables. PARDLs are referred to as the standard least squares regressions that incorporate both lags of the explanatory variables as regressors as well as the response variables. The distributed lag model can also be referred to as the inclusion of the unrestricted lag of the regressors in a regression function (Nkoro & Uko, 2016). Where the ordinary least squares (OLS) are consistently used to estimate the PARDL models. Both the dependent variable and independent variables are related not only contemporaneously, but across the historical lagged values as well as models of the PARDL are linear time series models (Pesaran et al., 2001).

Nkoro & Uko (2016) state that, when variables are integrated of different orders \( I(0) \) \( I(1) \) or a combination of both, the PARDL cointegration technique is usually preferred. As the PARDL will give appropriate, realistic and efficient estimates or results. Furthermore, Pesaran et al. (1997) state that, irrespective of whether the regressors are integrated of order one or zero the PARDL approach still has an advantage to yielding estimates that are consistent of the long run coefficients that are asymptotically normal. The PARDL model is also advantageous when it comes to identifying the cointegrating vectors in a case where there are multiple cointegration vectors (Nkoro & Uko, 2016). Another advantage of the PARDL model is that it is able to distinguish between the dependent and explanatory variables, when there is a single long run relation and it is very free from residual correlation when all variables are assumed endogenous, as it also enables one to analyse the reference model (Nkoro & Uko, 2016). However, it has disadvantages, as it will crash in the integrated stochastic...
trend of $I(2)$. Estimates of long run coefficients that are PARDL can be super consistent, but also tends to be robust when there is a single long run relationship among variables when the sample size is small (Pesaran et al., 1997; Nkoro & Uko, 2016).

**Engel-Granger causality test**

It is important to test for cointegration before granger causality analysis. Brooks (2008) states that finding of causality in a test does not necessary mean that the movements in one variable physical will cause movements in other variables. That is why it is important to note that the term granger causality is somewhat of a misnomer. Therefore, Granger causality refers to having a correlation only among the current value of one variable and of the previous values of other variables. Granger causality tests are frequently used and can be misused in applied research, as the number of lagged terms that are used in a model can cause sensitivity to the test (Gujarati, 2004). According to Li & Liu (2004), many studies made use of the test in a bivariate framework, although such tests can easily be computed, spurious causality could occur as a result of an exclusion of other relevant variables. Panel data is also used more in testing for causality between variables as there is a problem associated with testing or using small samples (Costantini & Martini, 2009). Causality can be evident among variables at least in one direction where cointegration vector exists between these variables (Cetintas & Barisik, 2008). Higher power of Granger causality tests can occur as panel data allows us to be able to get more observations, as a result of pooling the time series data across sections (Costantini & Martini, 2009).

Brooks (2008) further states that the Engel-Granger two-step method has several problems. The method involves testing residuals in order to ensure that they are $I(0)$.
integrated of order 0 to proceed to step two. But if residuals are $I(1)$ a model containing only first differences should be estimated and it is important to make sure that all individual variables are $I(1)$. Step two of the Engel-Granger two-step method involves making use of the step one residuals as one variable in the ECM correction model, for example:

$$\Delta Y_t = \beta_1 \Delta X_t + \beta_2 (\hat{\mu}_{t-1}) \times \gamma_t$$

(3.21)

where $\hat{\mu}_{t-1} = y_{t-1} - \tau X_{t-1}$

(3.22)

Problems such as simultaneous equations are bias when it happens that causality between Y and X runs in both directions and the finite sample problem of a lack of power in both cointegration and unit root tests (Brooks, 2008). Ahmad (2015), also postulates that Granger causality is very useful in deciding if the past value of the independent variables (X) does help in the prediction of the value of the explanatory variable ($Y_{t+1}$), the X granger causes the Y. The Granger causality can also be used to determine the bidirectional and including the unidirectional between the variables (Ahmad, 2015).

**Diagnostic tests**

Diagnostic testing needs to be performed to allow earlier inferences in the model-building process valid. According to Oztuna, Elhan & Tuccar (2006), the normality test is appropriate when evaluating graphs together to decide whether data is normally distributed or not. The normality assumption is usually given as ($u_t \sim N(0, \sigma^2)$). The normality test has potential problems, which includes a small sample size that causes the normality test to have little power to reject the null hypothesis. Therefore, small samples always pass the normality tests. A large sample size is
required to detect departures from normality (Oztuna et al., 2006).

The Jarque-Bera test, which uses the property of a normally distributed random variable that the entire distribution is characterised by the mean and the variance (the first two moments), is the most commonly applied test for normality. The histogram should be bell-shaped and the Jarque-Bera statistic should not be significant when residuals are normally distributed. The skewness that measures the extent to which a distribution is not symmetric about its mean value and kurtosis which measures how fat the tails of the distribution are, both are the standardised third and fourth moments (Gujarati & Porter, 2009; Brooks, 2008). Brooks (2008) states that the coefficient of kurtosis of 3, defines the normal distribution as not being skewed. A normal distribution is said to be mesokurtic and symmetric about its mean, while a skewed distribution will have one tail longer than the other will.

According to Wooldridge (2009), estimation of models by OLS has become more popular and corrects the standard errors for arbitrary forms of heteroskedasticity and serial correlation. Serial correlation has a great impact on not only standard errors but also the efficiency of estimates than heteroskedasticity. Ignoring the presence of random effects among the spatial units and serial correlation overtime could result in misleading inference when one or even both of the left out components are significant (Baltagi, Song, Jung & Koh, 2003).

**Impulse response function**

The impulse response function (IRF) in modelling are usually examined in order to determine how the dependent variable responds to a shock in the error term directed to one or several equations included in the VAR system. As the individual coefficients that are estimated in the VAR models
tend to be difficult to interpret, so the impulse response including the variance decomposition are calculated for the estimated VAR (Gujarati, 2004; Brooks, 2008). According to Ahmad (2015), the IRF does not only measure each variable time profile, how each variable responses to shocks in itself, but it does so also in other variables over a period of time. Furthermore, states that, shocks to every individual variable may not be appropriately represented due to shocks in one variable contemporaneously correlated with another variable innovation. But, such a problem can be solved by using the cholesky decomposition, even though this approach can be sensitive to ordering of variables (Ahmad, 2015; Sims, 1980).

**Variance decomposition**

Brooks (2008) stipulates that the variance decompositions examine the VAR system dynamics differently and thus provide relevant information about the relative significance of each random innovation in affecting the VAR variables. It also separates the endogenous variable variation into the component shocks to the VAR. The variance decomposition provides a proportion of the dependent variables movements that are normally due to their own shocks versus shocks to other variables (Gujarati, 2004; Brooks, 2008).
4. Empirical Results and Discussions

The previous section outlined the process used to estimate the model of the study. The nature, type and sources of data was also outlined. This section presents the results and discussions obtained from the estimated model.

**Panel unit root results**

The LLC, IPS, ADF-Fisher Chi-square and PP-Fisher Chi-square tests were conducted to determine the order of integration of the variables. Formal panel unit root tests were conducted to show the order of integration. As Lutkepohl (1993) pointed out, the level of integration explains whether...
data is stationary or non-stationary. Table 4.1 of the formal panel unit root test indicates the results of the LLC, IPS, ADF-Fisher Chi-square and PP-Fisher Chi-square tests.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>TEST</th>
<th>TEST EQUATION</th>
<th>LEVEL</th>
<th>1ST DIFFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Im, Pesaran and Shin</td>
<td>Individual intercept</td>
<td>0.0944</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Individual intercept and trend</td>
<td>0.8415</td>
<td>0.0161</td>
</tr>
<tr>
<td></td>
<td>Fisher-ADF</td>
<td>Individual intercept</td>
<td>0.1498</td>
<td>0.0702</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Individual intercept and trend</td>
<td>0.8648</td>
<td>0.0116</td>
</tr>
<tr>
<td></td>
<td></td>
<td>None</td>
<td>0.9581</td>
<td>0.0001</td>
</tr>
<tr>
<td>Fisher-PP</td>
<td>Individual intercept</td>
<td>0.6173</td>
<td>0.0099</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Individual intercept and trend</td>
<td>0.9996</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>0.9703</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>Levin, Lin and Chu</td>
<td>Individual intercept</td>
<td>0.0063</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Individual intercept and trend</td>
<td>0.5199</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>0.6539</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>LGFCF</td>
<td>Im, Pesaran and Shin</td>
<td>Individual intercept</td>
<td>0.0064</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Individual intercept and trend</td>
<td>0.1940</td>
<td>0.0009</td>
</tr>
<tr>
<td></td>
<td>Fisher-ADF</td>
<td>Individual intercept</td>
<td>0.0064</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Individual intercept and trend</td>
<td>0.1410</td>
<td>0.0015</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>0.0012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fisher-PP</td>
<td>Individual intercept</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Individual intercept and trend</td>
<td>0.0003</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levin, Lin and Chu</td>
<td>Individual intercept</td>
<td>0.0102</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Individual intercept and trend</td>
<td>0.0667</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LGSMUTUA</td>
<td>Im, Pesaran and Shin</td>
<td>Individual intercept</td>
<td>0.1276</td>
<td>0.0018</td>
</tr>
<tr>
<td></td>
<td>LB</td>
<td>Individual intercept</td>
<td>0.6854</td>
<td>0.0729</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Individual intercept and trend</td>
<td>0.1005</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td>Fisher-ADF</td>
<td>Individual intercept</td>
<td>0.3001</td>
<td>0.0243</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Individual intercept and trend</td>
<td>0.0138</td>
<td></td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>0.0033</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fisher-PP</td>
<td>Individual intercept</td>
<td>0.0265</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Individual intercept and trend</td>
<td>None</td>
<td>0.0004</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Levin, Lin and Chu</td>
<td>Individual intercept</td>
<td>0.0769</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Individual intercept and trend</td>
<td>0.1830</td>
<td>0.0561</td>
</tr>
</tbody>
</table>
Table 4.1 indicates that the series are all of $I(1)$, in which the full results of the formal panel unit roots tests are shown in Appendix B. In summary:

LGFCF: Stationary at $I(1)$ for all tests.

LGSB: Stationary at $I(0)$ for Fisher-PP and LLC; $I(1)$ for IPS and Fisher-ADF.

LGSMUTUALB: Stationary at $I(0)$ for Fisher-PP and $I(1)$ for the other tests.

LGSCORP: Stationary at $I(1)$ for all the tests

LGSLA: Stationary at $I(1)$ for all the tests.

Source: Authors own computations.
Table 4.1 shows the results of all the variables used in the study. According to Ahmad (2015), bias and spurious findings, including conclusions might result when there is no significant association between the variables being analysed. Therefore, Nkoro & Uko (2016) state that when variables are integrated of different orders, $I(0), I(1)$ or a combination of both, the autoregressive distributive lag technique is usually preferred.

**Lag length criteria results**

The determination of the lag length is crucial, as it allows progression to cointegration. Therefore, the appropriate lag length that is suitable for the model in this study is computed. However, the study used AIC and SC to obtain the appropriate lag. When dealing with small samples the AIC may have better properties in choosing the correct order more often than the SC would. As models based on the AIC may produce superior forecasts although the AIC may not correctly estimate the orders in small and large samples (Brooks, 2008; Lutkepohl, 2005).

Table 4.2. Lag length results

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-890.8577</td>
<td>NA</td>
<td>2.51e+09</td>
<td>35.83431</td>
<td>36.02551</td>
<td>35.90712</td>
</tr>
<tr>
<td>1</td>
<td>-632.8265</td>
<td>454.1350</td>
<td>226269.9*</td>
<td>26.51306*</td>
<td>27.66027*</td>
<td>26.94992*</td>
</tr>
<tr>
<td>2</td>
<td>-608.4323</td>
<td>38.05491*</td>
<td>239059.5</td>
<td>26.53729</td>
<td>28.64052</td>
<td>27.33821</td>
</tr>
<tr>
<td>3</td>
<td>-583.0783</td>
<td>34.48146</td>
<td>255305.8</td>
<td>26.52313</td>
<td>29.58237</td>
<td>27.68811</td>
</tr>
<tr>
<td>4</td>
<td>-559.9353</td>
<td>26.84587</td>
<td>322851.2</td>
<td>26.59741</td>
<td>30.61266</td>
<td>28.12644</td>
</tr>
<tr>
<td>5</td>
<td>-541.0934</td>
<td>18.08827</td>
<td>550040.0</td>
<td>26.84373</td>
<td>31.81499</td>
<td>28.73682</td>
</tr>
<tr>
<td>6</td>
<td>-516.5242</td>
<td>18.67258</td>
<td>910393.8</td>
<td>26.86097</td>
<td>32.78824</td>
<td>29.11811</td>
</tr>
</tbody>
</table>

*Note:* * indicates the lag order selected by the criterion.

**Source:** Authors own computations.

Table 4.2 presents the results of the lag length obtained. The criteria with the lowest value (26.51306*) was chosen to determine the number of lags used in building the model. However, not only the AIC indicates lag one but also FPE,
SC and HQ so that some misspecification problems in the analysis can be avoided. The use of one lag was justified by the AIC, as it is more efficient and minimises the value of the information criteria, and that one lag is chosen by most criteria’s (Brooks, 2008).

**Panel cointegration test results**

The panel cointegration tests (Pedroni, Kao and Johansen Fisher) were conducted in order to determine if there was cointegration among the variables. As Guttierrez (2003) stated, the Pedroni (1999) and Kao (1999) tests assume that with the null and including the alternative hypotheses either all the relationships are not cointegrated or all the relationships are cointegrated.

**Panel Johansen cointegration test results**

The trace test in Table 4.3 indicates one cointegrating equations, while the max-eigenvalue test also indicates one cointegrating equations both at the 5 percent significant level.

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Trace Statistic</th>
<th>Critical value at 0.05</th>
<th>Max-Eigen Statistic</th>
<th>Critical value at 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>80.31828*</td>
<td>69.81889</td>
<td>36.24883*</td>
<td>33.87687</td>
</tr>
<tr>
<td>At most 1</td>
<td>44.06946</td>
<td>47.85613</td>
<td>22.74099</td>
<td>27.58434</td>
</tr>
<tr>
<td>At most 2</td>
<td>21.32846</td>
<td>29.79707</td>
<td>15.98616</td>
<td>21.13162</td>
</tr>
<tr>
<td>At most 3</td>
<td>5.342303</td>
<td>15.49471</td>
<td>5.247752</td>
<td>14.26460</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.094551</td>
<td>3.841466</td>
<td>0.094551</td>
<td>3.841466</td>
</tr>
</tbody>
</table>

Trace test indicates 1 cointegrating equation(s) at the 0.05 level
Max-eigenvalue test indicates 1 cointegrating equation(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values
Source: Authors own computations.

The results provided by the panel Johansen cointegration test in Table 4.3, indicate that there is a long run relationship between the variables. As there is cointegration between the
dependent variable and independent variables both at the trace and maximum eigenvalue test. The null hypothesis of no cointegration is rejected at none for both tests. Johansen & Juselius (1990) stipulated that this test examined the null hypothesis of no cointegration in the variables against the alternative that there exists cointegration. However, common geographic and economic ties between countries do not mean the national financial markets will follow the same stochastic trend (Chan, Gup & Pan, 1997).

**Pedroni panel cointegration test results**

A summary of the Pedroni panel cointegration tests results is shown in the table4.4 with no deterministic intercept or trend, in which the null hypothesis states no cointegration.

<table>
<thead>
<tr>
<th>Table 4.4. Pedroni panel cointegration test results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel Statistics</td>
</tr>
<tr>
<td>Panel v-Statistic</td>
</tr>
<tr>
<td>Panel rho-Statistic</td>
</tr>
<tr>
<td>Panel PP-Statistic</td>
</tr>
<tr>
<td>Panel ADF-Statistic</td>
</tr>
<tr>
<td>Group Statistics</td>
</tr>
<tr>
<td>Group rho-Statistic</td>
</tr>
<tr>
<td>Group PP-Statistic</td>
</tr>
<tr>
<td>Group ADF-Statistic</td>
</tr>
</tbody>
</table>

Source: Authors own computations.

Table 4.4 shows that out of the eleven statistics there is only one cointegrating equation at Panel PP-Statistic, in which the p-value is 0.043. Since 0.043<0.05, meaning the null hypothesis of no cointegration is rejected in this instance. The concept of cointegration provides a sound methodology for modelling both the long run and short run dynamics in the system (Dunis & Ho, 2005). When there is cointegration between two markets, the profitable arbitrage opportunities can be explored (Chan et al., 1997).
Kao panel cointegration test results

Table 4.5 shows the Kao panel cointegration results.

<table>
<thead>
<tr>
<th></th>
<th>t-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF</td>
<td>-2.526282</td>
<td>0.0058</td>
</tr>
<tr>
<td>Residual variance</td>
<td>1.673299</td>
<td></td>
</tr>
<tr>
<td>HAC Variance</td>
<td>1.736239</td>
<td></td>
</tr>
</tbody>
</table>

Source: Authors own computations.

The ADF test of the Kao cointegration test gave a probability value of 0.0058 implying that we reject the null hypothesis of no cointegration and accept the alternative hypothesis as there is cointegration between the variables. Therefore, the variables have a long run relationship according to the Kao panel cointegration test. According to Chan et al. (1997) cointegration test results do have a significant implication for diversification through international investing. If markets have co-movements, then diversifying into international stock markets will not be effective.

Johansen Fisher panel cointegration results

The Johansen Fisher panel cointegration test further indicates if there is any cointegration or not. Also if there is any long run relationship between the variables, just like other panel cointegration tests. The Johansen Fisher panel cointegration test also provides individual cross section results, which are shown in Table 4.7. Table 4.6 shows the results obtained from the Johansen Fisher panel cointegration test conducted.
In table 4.6, the Johansen Fisher panel cointegration test results indicate that the trace statistic has five cointegrating equations. The Fisher maximum-eigen test also shows five cointegrating equations at a 5 percent significance level. As all the p-values are less than 0.05, meaning we reject the null hypothesis of no cointegration and accept the alternative. Therefore, there is definitely a long-run relationship in the model and cointegration among the variables. Due to the contagion effect, it has been argued that the world stock markets can become integrated following some instability in the markets. However, there has been an argument that less market segmentation can cause an increase over time in the number of significant cointegrating vectors among the world stock markets (Chan et al., 1997).

**Table 4.6. Johansen Fisher panel cointegration test results**

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Fisher stat* (from trace test)</th>
<th>Probability</th>
<th>Fisher stat* (from max-eigen test)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>23.97</td>
<td>0.0077*</td>
<td>23.97</td>
<td>0.0077*</td>
</tr>
<tr>
<td>At most 1</td>
<td>75.07</td>
<td>0.0000*</td>
<td>75.07</td>
<td>0.0000*</td>
</tr>
<tr>
<td>At most 2</td>
<td>85.00</td>
<td>0.0000*</td>
<td>69.66</td>
<td>0.0000*</td>
</tr>
<tr>
<td>At most 3</td>
<td>31.73</td>
<td>0.0004*</td>
<td>24.78</td>
<td>0.0058*</td>
</tr>
<tr>
<td>At most 4</td>
<td>22.09</td>
<td>0.0147*</td>
<td>22.09</td>
<td>0.0147*</td>
</tr>
</tbody>
</table>

*denotes rejection of the null hypothesis at 0.05 significance level

**MacKinnon-Haug-Michelis (1999) p-values**

Source: Authors own computations.
Table 4.7 indicates the individual cross section results of the BRICS countries. Only the hypothesis of none and at most 1 are interpreted. At none for the countries of Brazil, Russia, China and South Africa there is no cointegration meaning we cannot reject the null hypothesis of no cointegration as the p-value is greater than 0.05. However, for India, both at none and at most 1 under the trace test and maximum-eigen test there is cointegration. At most 1 shows that for the countries of Brazil, Russia and South Africa there is cointegration under the trace test and maximum-eigen test, unlike China that still experiences no cointegration at most 1.

### Panel Autoregressive Distributed Lag (PARDL) model results

Table 4.8 shows the long run equation of how the independent variables influence the dependent variable.

<table>
<thead>
<tr>
<th></th>
<th>Coefficient</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>LGSB</td>
<td>-0.033838</td>
<td>0.0000</td>
</tr>
<tr>
<td>LGSMUTUALB</td>
<td>0.029584</td>
<td>0.0000</td>
</tr>
<tr>
<td>LGSCORP</td>
<td>-0.464305</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Source: Authors own computations.
The estimated parameters that represent the long run elasticities are used to derive the long-run equation as follows:

\[
GFCF = -0.033838LGSB + 0.029584LGSMUTUALB - 0.464305LGSCORP + 0.276565LGSLA
\]

(4.1)

From the results in Table 4.8 and the long run equation 4.1, it is evident that gross fixed capital formation is negatively influenced by government stock on bonds. The outcome of the results confirms that a 1 percent increase in government stock on bonds will lead to a decrease of 3.3838 percent in gross fixed capital formation. Arouri, Estray, Rault & Roubaud (2016) state that an increase in the policy uncertainty has a huge impact on stock returns, an increase will result in a decline in the stock returns. Such effects are persistent and stronger only during extreme volatility periods.

For each 1 percent increase in government stock on mutual banks, gross fixed capital formation will increase by 2.95 percent in the long run. When there is stability in the financial system, there is also stability in the investment activity of a country. Also economic growth of a country can increase as a result of a well-functioning and stable financial system (Pradhan et al., 2014). As noted in the literature review mutual banks may acquire most of its profit from fees obtained by either selling or servicing structured financial instruments. Therefore, the BRICS countries should continue keeping a close eye on their mutual banks, as well-
functioning mutual banks could lead to a stable financial system in the economy. Risk analysis or management also plays a major role in mutual banks, as mutual banks also deal with lending and borrowing of money.

This study shows that in BRICS countries during the period under consideration, gross fixed capital formation is negatively related to government stock on corporations. A 1 percent increase government stock on corporations leads to a 46 percent decrease in gross fixed capital formation. Corporations’ performance also has a major impact on the economy of a country resulting from their investment decisions. Proper investment decisions lead to growth and stability in a corporation or financial market, which will in turn lead to a positive impact on the economic growth of a country. As it was found in the study of Wray & Tymoigne (2008), a decline in investments and profits may take place, as anything that might cause expected future profitability to be lower can also cause today’s demand price of capital to result as being lower than the supply price.

Gross fixed capital formation is positively related to government stock on liquid assets. This implies that a 1 percent increase in government stock on liquid assets will lead to a 27.7 percent increase in gross fixed capital formation in the long run. A performance of the economy will also depend on investment decisions made by corporations. According to Martin & Morgan (1988), holding of liquid assets can help when having to cover any future fund shortfalls.

The short run results indicate the speed of adjustment on whether the model or investment activity of the BRICS countries will ever return to equilibrium. In the short run, the tests in this analysis gave significant and negative Error Correction (ECT) also known as speed of adjustment. In theory, ECT should always be negative, if the economic model has a positive ECT, it will imply that the model is
explosive and will never return to equilibrium (Brooks, 2008; Gujarati & Porter, 2009). The results of the error-correction analysis also give insight into the deviations from the long-run relationship. According to Brooks (2008), negative ECT shows the speed at which the economic models will return to equilibrium. The estimated speed of adjustment (0.543092) confirm the existence of cointegration among the variables and a stable long run relationship. This implies that there is a long-run causality running from the independent variables to the dependent variable and that approximately 54 percent of disequilibrium is corrected each year.

**Engel-Granger causality results**

The Granger causality test is employed to investigate the presence of causality and the direction of causality between the variables being examined (Ahmad, 2015).

<table>
<thead>
<tr>
<th>NULL HYPOTHESIS</th>
<th>PROBABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>LGSB does not Granger Cause LGFCF</td>
<td>0.6082</td>
</tr>
<tr>
<td>LGFCF does not Granger Cause LGSB</td>
<td>0.6391</td>
</tr>
<tr>
<td>LGSMUTUALB does not Granger Cause LGFCF</td>
<td>0.9871</td>
</tr>
<tr>
<td>LGFCF does not Granger Cause LGSMUTUALB</td>
<td>0.1612</td>
</tr>
<tr>
<td>LGSCORP does not Granger Cause LGFCF</td>
<td>0.7885</td>
</tr>
<tr>
<td>LGFCF does not Granger Cause LGSCORP</td>
<td>0.0033</td>
</tr>
<tr>
<td>LGSLA does not Granger Cause LGFCF</td>
<td>0.7290</td>
</tr>
<tr>
<td>LGFCF does not Granger Cause LGSLA</td>
<td>0.7543</td>
</tr>
<tr>
<td>LGSMUTUALB does not Granger Cause LGSB</td>
<td>0.7124</td>
</tr>
<tr>
<td>LGSB does not Granger Cause LGSMUTUALB</td>
<td>0.6227</td>
</tr>
<tr>
<td>LGSCORP does not Granger Cause LGSB</td>
<td>0.7049</td>
</tr>
<tr>
<td>LGSB does not Granger Cause LGSCORP</td>
<td>0.7819</td>
</tr>
<tr>
<td>LGSLA does not Granger Cause LGSB</td>
<td>0.6910</td>
</tr>
<tr>
<td>LGSB does not Granger Cause LGSLA</td>
<td>0.0445</td>
</tr>
<tr>
<td>LGSCORP does not Granger Cause LGSMUTUALB</td>
<td>0.2103</td>
</tr>
<tr>
<td>LGSMUTUALB does not Granger Cause LGSCORP</td>
<td>0.7941</td>
</tr>
<tr>
<td>LGSLA does not Granger Cause LGSMUTUALB</td>
<td>0.3779</td>
</tr>
<tr>
<td>LGSMUTUALB does not Granger Cause LGSLA</td>
<td>0.4904</td>
</tr>
<tr>
<td>LGSCORP does not Granger Cause LGSCORP</td>
<td>0.5405</td>
</tr>
<tr>
<td>LGSCORP does not Granger Cause LGSLA</td>
<td>0.4547</td>
</tr>
</tbody>
</table>

**Source:** Authors own computations.
According to Engel-Granger causality results shown in Table 4.9, government stock on bonds and gross fixed capital formation do not influence each other. Government stock on mutual banks does not Granger cause gross fixed capital formation or vice versa, as the p-values are greater than 5 percent. Gross fixed capital formation does Granger cause government stock on corporations as $0.0033<0.01$ meaning the null hypothesis is rejected at 1 percent significance level, as it is unidirectional. However, government stock on corporations does not Granger cause gross fixed capital formation.

Government stock on liquid assets and gross fixed capital formation do not Granger cause each other, as they are insignificant. Government stock on mutual banks and government stock on bonds do not influence each other as the null hypothesis cannot be rejected and is insignificant. Government stock on corporations and government stock on bonds also do not Granger cause each other. The results also indicate that the government stock on liquid assets does not Granger cause government stock on bonds. Although, government stock on bonds does Granger cause government stock on liquid assets rejecting the null hypothesis at 5 percent significance level. Government stock on corporations and government stock on mutual banks do not Granger cause each other. In addition, government stock on liquid assets and government stock on mutual banks do not influence each other, including government stock on liquid assets and government stock on corporations. As the p-values are greater than 5 percent, therefore insignificant.

The results revealed that there is a unidirectional relationship between investment activity and government stock on corporations; and between government stock on bonds and government stock on liquid assets. The unidirectional relationship implies that investments are not
useful in forecasting government stock on corporations. Therefore, government stock on bonds, also, cannot be useful in forecasting government stock liquid.

The diagnostic tests were performed to make earlier inference in the model building process valid. The Jarque-Bera test of normality is often referred to as a test of joint hypothesis and is also used to find out whether the error term does follow the normal distribution (Gujarati & Porter, 2009). The Kurtosis of 4.5 revealed a normal distribution in the estimated model. The probability values for LM test of all lags were greater than 5 percent and that shows there is no serial correlation in the model.

**Impulse response functions**

The impulse response functions showed the fluctuation that the variables do contribute to each other, from various periods in both the short and long run. A time horizon of 10 years was observed in order to be able to get appropriate results when checking the persistence of gross fixed capital formation during the long run. Ahmad (2015) stipulates that the impulse response plots be usually given with a zero line, so when the responses are statistically insignificant it means that the responses are below the zero line. Whereas, responses that are above the zero line are statistically significant. The generalised responses of gross fixed capital formation to the shocks in explanatory variables are given in the figure 4.3. it turns out that gross fixed capital formation responds immediately to all government stocks.
The first response is for gross fixed capital formation to its own shock, and is positive. The response of gross fixed
capital formation to government stock on bonds graph indicates that shocks in government stock on bonds have a negative impact on gross fixed capital formation. At the start, the magnitude of response of gross fixed capital formation is positive at zero until year 2, and becomes negative and reaches the lowest level between years 3 to 5. This suggests that shocks in government stock on bonds have a negative influence on the gross fixed capital formation level. The response of gross fixed capital formation to government stock on mutual banks graph shows similar results as the response of gross fixed capital formation to government stock on bonds, which shows that shocks in government stock on mutual banks have a negative impact on gross fixed capital formation.

The response of gross fixed capital formation to government stock on corporations graph suggested that at the start gross fixed capital formation responded positively to maintain the investment activities by investing more. This trend suggests that at the beginning, the BRICS countries invested more and continued to do so as corporations performance improved. The results from the response of gross fixed capital formation to government stock on liquid assets graph suggests that gross fixed capital formation responds positively to the shocks of government stock on liquid assets. This implies that investment activity level increases, because the BRICS are investing more.

**Variance decomposition results**

The variance decomposition are an indicator of how a shock to one variable impacts the varying forecast error of another.
In Table 4.10 in the short run in period 3, the innovation to gross fixed capital formation accounts for 99.16 percent variation of the fluctuation in its own shock. Shock to government stock on bonds can cause 0.000959 percent fluctuation in gross fixed capital formation, while shock to government stock on mutual banks can cause 0.19 percent fluctuation in gross fixed capital formation. Shock to government stock on corporations can cause 0.61 percent fluctuation in gross fixed capital formation and shock to government stock on liquid assets can cause 0.03 percent fluctuation in gross fixed capital formation. In the long run in period 10, the shock to gross fixed capital formation can contribute 94.08 percent variation of the fluctuation of its own shocks. Shock to corporations are higher followed by government stock on mutual banks. The results show that in all the periods, from period 1 until 10 gross fixed capital formation is shocked by its own innovations.
5. Summary and Conclusions

This study provided an account of the effects of government stock on investment activity in BRICS countries, using annual data from 2001 to 2016. Various theories were used to give more insight into the behaviour of investment activity. The theories included Keynes Theory of Investment emerged in 1936, Neoclassical Theory of Investment Behaviour, Tobin’s Q Theory of Investment Behaviour and the Financial Theory of Investment Behaviour. The panel autoregressive distributive lag (PARDL) was employed as the econometric methodology. Variables used in this study were investment activity measured in terms of gross fixed capital formation, government stock on bonds, government stock on mutual banks, government stock on corporations, and government stock on liquid assets. All the variables were in natural log form and tested for stationarity, using LLC, IPS, ADF-Fisher Chi-square and PP-Fisher Chi-square panel unit root tests.
The panel unit roots showed different orders of integration giving way to ARDL estimation.

The PARDL results showed a positive relationship between investment activity and government stock on mutual banks and government stock on liquid assets. Therefore, an increase in government stock on mutual banks and government stock on liquid assets will cause the countries’ investment activity to increase. It was also revealed in this study that government stock on bonds and government stock on corporations negatively influenced investment activity in the long run.

The stock market has a major impact on the financial system of any economy, as there is a link between the stock market and the economy in aggregate. Mutual banks also play a significant role in the investment activity of a country, and this study found that government stock on mutual banks has a positive sign in the long run. As stated in the literature review Wray & Tymoigne (2008) postulated that banks, both commercial and mutual banks, are responsible for making of money established on interest rates that will broaden across deposit rates. Therefore, it is important that the estimation or prediction of bank failures is always accurate due to the central role that the banking sector plays in the economy. This is earmarked to identify problems that banks might face or to avoid bankruptcies, which involves preventing systematic banking crisis. Bank regulators should develop or have an up to date early warning system (Lanine & Vennet, 2005).

Government stock on corporations also has a notable influence on investment activity, judging from its coefficients. There is a need for taking measures that would ensure that corporations make appropriate investment decisions that will not only benefit them in the short run but also in the long run.
Government stock on liquid assets usually had a positive influence on investment activity as noted in this study. According to the theory, liquid assets have a stable market price, as they can be easily sold or converted to cash. Therefore, corporations or the government should invest more in liquid assets. All the variables included in this study play a vital role in influencing the investment activity of the BRICS economy. In particular, because of the negative relationship that the two variables (government stock on bonds and government stock on corporations) have towards investment activity, measures should be instituted to avoid large investment shocks—since shocks on these variables can have a major impact on other macroeconomic variables. Therefore, investing in assets that will generate profit not only in the short run, but also in the long run is important for any financial institution, because investments also determine profits.
6. Recommendations

After finding the long-run relationship between the variables and a positive influence of government stock on mutual banks and on liquid assets towards investment activity in the long run, the following was recommended.

- Bank policy makers should make policies that will lead to financial stability and sound performance of financial institutions. These policies will also help financial institutions in making investment decisions that will further benefit them and the country’s economy in the long term, considering the risks afflicting financial institutions on a daily basis. Well-performing financial institutions have potential to grow the economy. The growth of the economy has prospects of augmenting employment rate while providing more opportunities that could help alleviate poverty.
A critical evaluation is needed to avoid investment shocks, instability of investment activity, instability of financial markets and the economy as a whole resulting from negative influence from government stock on bonds and government stock on corporations. Policy uncertainty can also have a major impact on stock returns and corporations. Therefore, this study recommends an institution of policies that promote financial stability in all financial sectors or institutions. The policies will ensure that proper investment decisions are made with an assessment of associated risks.
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